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Abstract

For the first time, a model that simulates methane emissions from northern peatlands is
incorporated directly into a dynamic global vegetation model. The model, LPJ-WHyMe
(LPJ-Wetland Hydrology and Methane), was previously modified in order to simulate
peatland hydrology, permafrost dynamics and peatland vegetation. LPJ-WHyMe sim-5

ulates methane emissions using a mechanistic approach, although the use of some
empirical relationships and parameters is unavoidable. The model simulates methane
production, three pathways of methane transport (diffusion, plant-mediated transport
and ebullition) and methane oxidation. Two sensitivity tests were conducted, first to
identify the most important factors influencing methane emissions and secondly to jus-10

tify the choice of parameters. A comparison of model results to observations from
seven sites revealed in general good agreement but also highlighted some problems.
Circumpolar methane emissions for the period 1961–1990 were estimated to be be-
tween 40.8 and 73.7 Tg CH4 a−1.

1 Introduction15

Wetlands are the largest individual source of methane (CH4) emissions and contribute
100–231 Tg CH4 a−1 to a global budget of 582 Tg CH4 a−1 (Denman et al., 2007). Peat-
lands are one type of wetland that occurs mainly in the boreal and arctic regions but
can also be found in tropical areas such as Indonesia or in tropical alpine regions.
Northern peatlands cover an area of approximately 3.0–3.2×106 km2 north of 40◦ N20

(Matthews and Fung, 1987; Aselman and Crutzen, 1989). Zhuang et al. (2004) sum-
marised the current literature and found that emission estimates for the pan-arctic re-
gion from eleven studies ranged from 31 to 106 Tg CH4 a−1. A recent inverse modelling
study allocated only 33±18 Tg CH4 a−1 of total global emissions to northern wetlands
(Chen and Prinn, 2006).25

Even though present-day methane emissions from northern wetlands contribute only
about 5–18% of global annual, natural and anthropogenic, methane emissions (this
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estimate is based on northern wetland CH4 emissions by Zhuang et al. (2004) and
global CH4 emissions found in Denman et al., 2007) their relative contribution may in-
crease under future climate change that will increase temperature and precipitation in
the high latitude regions faster and more than in other regions on Earth (Meehl et al.,
2007; Christensen et al., 2007). However, the processes that underlie methane emis-5

sions are complex and depend on variables such as inundation, vegetation composi-
tion, and soil temperature. These variables interact with one other, and temperature
and precipitation changes in the future may have positive or negative feedback effects
on wetland methane emissions.

Methane emissions to the atmosphere result from a balance between CH4 produc-10

tion and CH4 oxidation. Methane is produced by methanogens which are obligate
anaerobic archaea, which means that they require oxygen-free environments (Vogels
et al., 1988; Whitman et al., 1992). The three most important factors influencing the
level of activity of methanogens and therefore CH4 production rates are the degree of
anoxia, the temperature, as microbes increase their activity level up to a threshold tem-15

perature after which the activity level declines again (Svensson, 1984), and the avail-
ability of suitable carbonaceous substrate that can be utilised. Once CH4 is produced,
it can be transported to the atmosphere via diffusion through the peat pore water, it can
be transported through the gas-filled pore spaces (aerenchyma) of vascular plants or
it can be released abruptly in the form of bubbles.20

Before methane escapes to the atmosphere, it may be oxidised by methanotrophic
bacteria that utilise CH4 as a carbon and energy source (Hanson and Hanson, 1996).
In peatlands, methanotrophs are aerobic bacteria and their activity therefore depends
on the amount of oxygen available in the peat. Oxygen can either diffuse into the peat
pore water from the surface (Benstead and Lloyd, 1996) or it can be transported to the25

tips of the roots of vascular plants, leading to high CH4 oxidation rates (Ström et al.,
2005). It is crucial to account for both oxygen transport mechanisms when modelling
CH4 oxidation.
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In order to study methane emissions from northern peatlands, a process-based mod-
elling approach that takes account of interactions between vegetation, hydrology, soil
thermal regime and methane-related processes is needed. In the past, methane mod-
els have been developed to estimate methane emissions from global wetlands (Cao
et al., 1996; Walter and Heimann, 2000; Zhuang et al., 2004), but these models did5

not include the dynamic interactions between hydrology, soil temperature, vegetation
and methane processes. A review of previous methane models can be found in Wania
(2007). Here, we describe a new methane model that is integrated into a dynamic
global vegetation model and which takes the interactions mentioned above into ac-
count. The aim of this study is to show how LPJ-WHyMe reproduces observed data10

when simulating CH4 emissions, without the use of site-specific input data. We discuss
the uncertainties that arise and the difficulties of modelling CH4 emissions.

2 Model description

2.1 LPJ-WHyMe

LPJ-WHyMe is a development of the Lund-Potsdam-Jena Dynamic Global Vegetation15

Model (LPJ) originally described in Sitch et al. (2003) and Gerten et al. (2004). LPJ
is a processed-based model that describes plant physiology, carbon allocation, de-
composition and hydrological fluxes in terms of mathematical equations. Vegetation is
defined by plant functional types (PFTs) that group plants with similar traits together.
Each PFT is described by allocating specific parameters that distinguish one PFT from20

another. PFTs thus function differently under different environmental conditions and
compete for resources such as light and water. This competition determines the simu-
lated vegetation composition.

LPJ-WHyMe stands for LPJ-Wetland Hydroglogy and Methane emissions and was
originally described in Wania (2007). LPJ-WHyMe is a further development of LPJ-25

WHy, which dealt with the introduction of permafrost and peatlands into LPJ (Wania
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et al., 2009a). Implementing peatlands in LPJ-WHy required the addition of two new
PFTs (flood-tolerant C3 graminoids and Sphagnum mosses), the introduction of inun-
dation stress for non-peatland PFTs, a slow-down in decomposition under inundation
and the addition of a root exudates pool (Wania et al., 2009b).

2.2 Methane model structure5

The addition of a methane model did not require any changes to the rest of the model
as the development of LPJ-WHy was targeted towards later inclusion of a methane
model. A separate subroutine containing the methane model was simply added to the
program. All of the input variables required to drive the methane model were already
available. This feature distinguishes LPJ-WHyMe from other methane modelling ap-10

proaches, where output from vegetation models that took no account of changes in
vegetation due to inundation were used to drive methane models, neglecting the po-
tential effects of changes in vegetation composition, reduction in net primary production
and the deceleration of decomposition (e.g., Cao et al., 1996; Walter et al., 2001).

The basic concept of the methane model in LPJ-WHyMe is that a “potential carbon15

pool for methanogens” is created (Fig. 1). This “potential carbon pool for methanogens”
is distributed over all soil layers, weighted by the root distribution (Fig. 2, top). This car-
bon is then split into CO2 and CH4 (Fig. 2, bottom). Based on the amount of CH4
available in each layer, the dissolved CH4 concentration and the gaseous CH4 fraction
are calculated. Part of the CH4 is oxidised by oxygen that has diffused into the soil20

layer or has been transported through plants to the soil layer. After the oxidation is de-
termined, dissolved methane can be transported to the atmosphere either by diffusion
or through plant tissue (aerenchyma). Gaseous CH4 can escape to the atmosphere by
ebullition. The sum of ebullition, diffusion and plant-mediated transport represents the
total CH4 flux from the soil to the atmosphere. All of the processed mentioned above25

are described in detail in subsequent sections.

5

2.2.1 Potential carbon pool for methanogenesis

The carbon pool available for methanogenic archaea consists mainly of root exudates
and easily degradable plant material, and to a much lesser extent material from the
decomposition of more recalcitrant organic matter (Chanton et al., 1995). A root exu-
dates pool was introduced into LPJ-WHy (Wania et al., 2009b) as a very labile carbon5

pool with a fast turnover rate kexu. The exudates pool is directly linked to net primary
production, with a fixed fraction, fexu, of net primary production being diverted into the
exudates pool at each timestep. LPJ-WHyMe models the decomposition of above- and
belowground litter, at rate klitter, and of the fast and the slow soil carbon pools, at rates
kfast and kslow, respectively (Fig. 1). Decomposition rates are a function of soil temper-10

ature (RT ), which follows Lloyd and Taylor (1994) and of soil moisture content (Rmoist)
via empirically fitted relationships (Wania et al., 2009b, Sect. 2.3):

k =k10RTRmoist , (1)

where k represents the turnover rates for exudates, litter, and the fast and slow carbon
pools, and k10 the respective decomposition rates at 10 ◦C (Table 1). The moisture15

response, Rmoist, is chosen so that the decomposition rate is reduced under inundation.
The carbon resulting from this decomposition is classified as heterotrophic respiration
in LPJ, but in LPJ-WHyMe, we treat this carbon differently at peatland and non-peatland
sites. At non-peatland sites the pool behaves in exactly the same way as in LPJ and
is immediately added to the atmospheric carbon dioxide flux. For peatland sites, the20

decomposed carbon is put into the potential carbon pool available to methanogens.

2.2.2 Root distribution

Carbon from the potential carbon pool for methanogenesis is allocated to each soil
layer according to the root biomass distribution. For the hydrology part it was sufficient
to split the root biomass between acrotelm and catotelm, but for modelling the carbon25

cycle within the soil, a more detailed root distribution is required to allocate carbon to
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each 0.1 m thick soil layer, and also to estimate the plant-mediated transport of oxygen
and methane into and out of each layer. The root distribution used in LPJ-WHyMe is
based on data from six cores from a transition fen, a blanket bog and a raised bog in
Wales, UK (Gallego-Sala, 2008) and from a detailed analysis of three different species
from three micro-sites in western New York, USA (Bernard and Fiala, 1986). Gallego-5

Sala did not separate dead from living roots and it is therefore unclear whether all roots
she found in the top one metre of soil should be counted as living biomass. However,
Saarinen (1996) noted that living roots of Carex rostrata Stokes can be found to a depth
of 2.3 m. The root distribution based on Gallego-Sala and Bernard and Fiala’s data
shows an exponential decrease of root biomass with depth which is fitted as10

froot =Croote
z/λroot , (2)

where froot is the fraction of root biomass at the level under consideration, z is the
vertical coordinate, positive upwards, i.e. negative values are below the surface,
λroot=25.17 cm is the decay length and Croot=0.025 is a normalisation constant to give
a total root biomass of 100% within 2 m depth. This dependence is used for the flood-15

tolerant C3 graminoid plant functional type in LPJ-WHyMe. The acrotelm (i.e. the top
0.3 m) contains around 60% of root biomass, which means that the majority of available
C occurs in the acrotelm. When soil layers are permanently frozen throughout the year,
the root biomass from the frozen layer is moved upwards to the first unfrozen layer.

2.3 Methane and carbon dioxide production20

Under anaerobic conditions, decomposition rates are slower than under aerobic con-
ditions, leading to the accumulation of organic material. The decomposed carbon is
mainly turned into carbon dioxide, but a fraction is reduced to methane. The mo-
lar ratio of methane production to carbon dioxide production varies from 0.001 to 1.7
in anaerobic conditions (Segers, 1998). In a previous methane modelling approach,25

methane/carbon dioxide (CH4/CO2) ratios of 0.0001 to 0.1 were used, depending on
the water table position (Potter et al., 1996). These wide ranges make it clear that the
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methane/carbon dioxide ratio is difficult to predict, mainly because other electron ac-
ceptors, such as NO−

3 , Mn4+, Fe3+ or SO−
4 , are reduced before methane is produced

(Segers, 1998). We therefore elect to treat the methane/carbon dioxide ratio as an
adjustable parameter in LPJ-WHyMe. The ratio is currently set to 0.25 under full inun-
dation and is weighted by the degree of anoxia, α, defined as α=1−fair, where fair is the5

fraction of air in each layer. The air fraction can be derived by using the soil porosity,
the volumetric fractions of mineral and organic material and the fraction of water and
ice, all of which are calculated in the soil temperature subroutine (Wania et al., 2009a,
Sect. 2.1.2). A similar approach was used by Segers and Leffelaar (1996), who calcu-
lated PCH4

, the methane production rate, as PCH4
=ICF , where I is an aeration inhibition10

function (I=1 under anoxic conditions, I=0 under oxic conditions), C is the anaerobic
carbon mineralisation rate and F is the fraction of the anaerobically mineralised carbon
that is transformed into methane.

2.4 Methane oxidation

Knowing how much oxygen reaches each soil layer via diffusion and plant-mediated15

transport (described below), we can estimate how much methane is oxidised at each
time step. Two assumptions need to be made:

(i) Part (25%) of the oxygen is utilised either by the roots themselves or by non-
methanotrophic microorganisms. At the moment, we assume that 75% of oxygen
is available to methanotrophic bacteria;20

(ii) This means that 75% of the oxygen is used to oxidise methane. Stoichiometric
balance requires two moles of oxygen for each mole of methane oxidised:

CH4+2O2 →CO2+2H2O. (3)

We assume that if enough oxygen is available, all of the methane is oxidised.
If less oxygen is available than required, then all of the oxygen is used up in25

oxidising methane. Oxidised methane is added to the carbon dioxide pool.
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In Sect. 4 we test the sensitivity of methane emissions to the oxygen availability fraction
parameter and adjust its value accordingly.

2.5 Diffusion processes

Since diffusion of gases in the soil column is governed by essentially the same equation
as temperature variations, we use the same Crank-Nicolson numerical scheme as in5

Wania et al. (2009a, Supplementary Text S1 and Fig. S1) to solve the diffusion equation
for gas transport via molecular diffusion within the soil. This is straightforward when
the gas diffusivities are known. Gas diffusion processes occur more quickly than heat
diffusion so require a shorter time step. The time step in the Crank-Nicolson scheme
is set to one hundredth of a day (about 15 min).10

A more difficult aspect of modelling gas diffusion is setting up boundary conditions
at the water-air interface. At the water-air boundary, gas diffusivities change by at least
four orders of magnitude. One approach would be to use the conventional Fick’s law
relation:

J =−D
(Cwater−Cair)

∆z
, (4)15

where J is the gas flux, D is the mean gas diffusivity in water and air, assuming that
the air layer on top is of the same thickness as the soil layer, Cwater and Cair are the
gas concentrations in water and air and ∆z is the soil layer thickness. Because of
the far greater diffusivity in air, the mean diffusivity will be heavily biased towards the
diffusivity in air, thus will be relatively large and lead to large fluxes out of the water20

into the air. The only way to solve Eq. (4) would be to specify the thickness of the air
layer that contributes significantly to the gas flux. If the air layer were thin, it would be
possible to approximate the flux J . This approach seems unsatisfactory as there is no
way to approximate the air layer thickness without more detailed information. A more
robust way to calculate the flux from the top layer (saturated or unsaturated soil) into25
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the overlying air layer is as

J =−ψ(Csurf−Ceq), (5)

where Csurf is the concentration of gas measured in the surface water, and Ceq is
the equilibrium concentration of gas in the atmosphere (McGillis et al., 2000). The gas
exchange coefficient, ψ , with units of velocity, is termed the piston velocity, which is “the5

height of the water that is equilibrated with the atmosphere per unit time for a given gas
at a given temperature” (Cole and Caraco, 1998). A way to estimate the piston velocity
ψ for different gases is to relate it to the known, measured, piston velocity of a different
substance, in this case SF6. We can calculate the piston velocity of another gas, ψ•,
as10

ψ• =ψ600

(
Sc•
600

)n
, (6)

where

ψ600 =
(

2.07+0.215×U1.7
10

)
c (7)

is the piston velocity (in m s−1) of SF6 normalised to a Schmidt number1 of 600 (de-
pendent on the wind speed in 10 m height, U10, in m s−1), Sc• is the Schmidt number15

of the gas in question, and n=−1
2 (Riera et al., 1999). The constant c has the value 36

and serves to convert ψ600 to SI units of m s−1. Using Eq. (6), the piston velocities for
methane, carbon dioxide and oxygen may then be calculated.

Ideally, the wind speed would be used to force LPJ-WHyMe, but there are two issues
here. One is that the CRU TS 2.1 climate data set does not include wind speeds. The20

other issue is that one would need to know the wind speed in the peatland vegetation,
not just above the vegetation canopy, as the exchange of air within the vegetation is im-
portant to drive the concentration gradients of gases. However, the water-atmosphere

1The Schmidt number, Sc, of a gas is the ratio between the coefficient of momentum diffu-
sivity, i.e. the kinematic viscosity, and the coefficient of mass diffusivity.
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interface in peatlands is often found below the peat surface or within dense vegetation,
which will reduce wind speed drastically. Therefore we assume that the wind speed
within the peatland vegetation is negligible and choose to set the wind speed in LPJ-
WHyMe to a constant value of U10=0 m s−1.

The Schmidt numbers for carbon dioxide and methane can be deduced from Jähne5

et al. (1987) by fitting a third-order polynomial to the observations, following Riera et al.
(1999). The Schmidt number for oxygen was derived from Wanninkhof (1992). The
fitted relations give

ScCH4
= 1898−110.1T +2.834T 2−0.02791T 3 ,

ScCO2
= 1911−113.7T +2.967T 2−0.02943T 3 , (8)10

ScO2
= 1800.6−120.1T +3.7818T 2−0.047608T 3 ,

where T is temperature in ◦C.
The concentration, Ceq, in Eq. (5), in mol L−1, of a dissolved gas in equilibrium with

the gas partial pressure, ppartial, above the solution can be estimated using Henry’s

law as Ceq=ppartial/kH,inv, where kH,inv is Henry’s coefficient in units of L atm mol−1.15

For methane in the atmosphere, ppartial=pCH4
=1.7×10−6 atm. The temperature de-

pendence of Henry’s coefficient is given by

logkH,inv(T )= logkΘH −CH,inv

(
1
T
− 1

TΘ

)
, (9)

where T is temperature in K, kΘH is Henry’s constant at standard temperature TΘ, and
CH,inv is a coefficient (Sander, 1999a). Table 2 lists values and units for these parame-20

ters.
In the case of methane and carbon dioxide, the surface concentration Csurf will be

greater than Ceq and J will be negative, indicating flux from the soil to the atmosphere.
For oxygen, the balance will be reversed and J will be positive, indicating flux of gas
into the soil.25

11

2.5.1 Diffusivity of gases

The molecular diffusivities DCH4
, DCO2

and DO2
depend on temperature, the amounts

of water and air in the soil and the soil porosity. We derive diffusivities in water by
fitting a quadratic curve to observed diffusivities at different temperatures (Broecker
and Peng, 1974), giving5

DCH4,water = 0.9798+0.02986T +0.0004381T 2 ,

DCO2,water = 0.939+0.02671T +0.0004095T 2 , (10)

DO2,water = 1.172+0.03443T +0.0005048T 2 ,

where T is the soil temperature in ◦C and D•,water is the diffusivity of methane, carbon
dioxide and oxygen in water in 10−9 m2 s−1. For diffusion in air, we use values given by10

Lerman (1979) to find the dependence of diffusivities on the temperature:

DCH4,air = 0.1875+0.0013T ,

DCO2,air = 0.1325+0.0009T , (11)

DO2,air = 0.1759+0.00117T ,

where T is the soil temperature in ◦C and D•,air is the diffusivity of methane, carbon15

dioxide and oxygen in air in 10−4 m2 s−1.
For diffusion through soil, we also need to take account of the effect of soil porosity

on the diffusivity. Our estimation of the diffusivity in porous soil, D•,soil, follows the
Millington-Quirk model (Millington and Quirk, 1961). It has been shown by Iiyama and
Hasegawa (2005) that this model gives better results for peat soils than the Three-20

Porosity-Model (Moldrup et al., 2004), which has only been tested for mineral soils.
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Using the Millington-Quirk approach, we find

D•,soil =
(fair)

10/3

Φ2
D•,air , (12)

where D•,soil is the overall diffusivity of a gas in porous soil, fair is the fraction of air
(or the air-filled porosity as it is termed by Millington and Quirk) and Φ is the overall
porosity. D•,air is the diffusivity of the respective gas in air from Eqs. (11).5

For layers where fair≤0.05, the diffusivities for water are used. When fair>0.05, the
diffusivities in air, which are four orders of magnitude larger than those in water, become
more important, and the values calculated in Eq. (12) are used. The final diffusivities,
D• are thus

D• =
{
D•,water, fair ≤0.05,
D•,soil, fair >0.05.

(13)10

2.6 Transport through aerenchyma

The second pathway for methane and carbon dioxide to escape to the atmosphere and
for oxygen to enter the soil is via transport through vascular plants. Vascular plants
adapt to inundation by developing aerenchyma, gas-filled tissue in roots, rhizomes,
stems and leaves. As well as their main adaptive function of delivering oxygen to the15

roots, aerenchyma constitute direct conduits for the transport of methane and carbon
dioxide from the soil to the atmosphere. Gases transported through aerenchyma either
follow a concentration gradient or are actively pumped upwards. Here, we consider only
the passive flux of methane and carbon dioxide through plants as it is the most domi-
nant form of gas transport (Cronk and Fennessy, 2001). The main factors for transport20

through aerenchyma are thus (i) the abundance of aerenchymatous plants; (ii) the
biomass of aerenchymatous plants; (iii) the phenology of aerenchymatous plants, i.e.
the period roots, stems and leaves are available for gas transport; and (iv) the rooting
depth of aerenchymatous plants, which determines the depth to or from which gas can
be transported.25

13

Forbs (herbaceous plants other than grasses) can have aerenchyma, but their contri-
bution to the overall net primary production in peatlands is generally small compared to
graminoids. Dwarf shrubs, which may contribute more significantly to the net primary
production than forbs, do not have aerenchyma. Therefore, forbs and dwarf shrubs
were not included in LPJ-WHyMe, although we recognise that dwarf shrubs may con-5

tribute significantly to net primary production of peatlands and influence CH4 emissions
via root exudates. It is therefore desirable to include dwarf shrubs into future versions
of our model.

Before methane enters the plant tissue a relatively large proportion is oxidised in the
highly oxic zone around the roots, where methanotrophs thrive. Rhizospheric oxidation10

is species dependent and can reach 100% in Juncus effusus L. and Eriophorum vagi-
natum L., but can be much lower in e.g. Carex rostrata with 20–40% oxidation (Ström
et al., 2005).

Plant-mediated transport in LPJ-WHyMe occurs solely via the flood-tolerant C3
graminoid plant functional type, with the gas flux through vascular plants being re-15

lated to the cross-sectional area of tillers2 available to transport gas. The mass of the
tillers is estimated by multiplying the leaf biomass by the daily phenology, ϕ:

mtiller =b
graminoid
leaf ϕ. (14)

The daily phenology ϕ in LPJ-WHyMe describes the fraction of potential leaf cover on
each day. Deciduous plant functional types have zero leaf cover in winter and build20

up their leaf cover over the first few growing months. Maximum leaf cover is reached
after a given growing degree day threshold. The daily phenology is also influenced by
drought stress. The tiller biomass mtiller is then divided by the average weight of an in-
dividual tiller to obtain the number of tillers, ntiller. The average observed tiller biomass

2Tillers are segmented stems produced at the base of many plants in the family Poaceae,
with each stem possessing its own two-part leaf. The usage of the word “tiller” has been
expanded to the order of Poales, which includes both groups, grasses and sedges, and is here
used in its wider meaning.
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for Eriophorum angustifolium Honckeny and Carex aquatilis Wahlenb. in Alaska was
0.48 g dry matter per tiller, which corresponds to 0.22 g C per tiller, assuming a C con-
tent of 45% (Schimel, 1995). The cross-sectional area of tillers, Atiller, is derived by
multiplying the area of an individual tiller, πr2

tiller, where rtiller is the tiller radius, by the
number of tillers, ntiller and the tiller porosity, Φtiller:5

Atiller =ntillerΦtillerπr
2
tiller . (15)

A first estimate of the tiller radius, rtiller, was derived by averaging over the two
widespread species Eriophorum angustifolium (3.95 mm) and Carex aquatilis (1.9 mm)
(Schimel, 1995), yielding rtiller=2.9 mm. The tiller porosity is initially set to 50% (Cronk
and Fennessy, 2001). Schimel (1995) also measured E. scheuchzeri Hoppe whose10

tillers contained only 0.09 g dry matter and whose tiller radius was 0.85 mm. Using
these values to calculate the tiller cross-sectional area gives a similar value to that
based on our values above (0.48 g dry matter and 2.9 mm radius) for the same biomass.
In Sect. 4, the sensitivity of methane emissions to the tiller radius and porosity is tested.

Finally, each layer is allocated a fraction of the total cross-sectional area of tillers15

according to the respective root fraction in that layer.

2.7 Ebullition

It has been shown that methane bubble formation is initiated well below saturation
levels (Baird et al., 2004). Before Baird et al.’s study, models assumed that dissolved
methane concentration had to reach 7.1 to 8.0 mg CH4 L−1, i.e. 40–45% of saturation20

levels, before bubbles could form. However, Baird et al.’s experimental studies revealed
that bubble formation started at around 3.5% saturation. These new findings were
taken into account in the design of this model, i.e. gaseous methane in bubble form
exists at all times. The amount of gaseous methane depends on the overall methane
concentration and Henry’s Law, which tells us how much methane occurs in dissolved25

and how much in gaseous form. In other models, dissolved methane accumulates first

15

and bubble formation occurs only above a relatively high concentration (>500 µMol) of
dissolved methane (Walter et al., 1996).

2.7.1 Gaseous vs. dissolved methane

From Henry’s Law, we know that a gas dissolved in a liquid is in equilibrium with the
partial pressure of that gas. We can thus use the gaseous methane concentration to5

derive the concentration of dissolved methane in the pore water. For this purpose, we
use a definition of Henry’s Law in terms of concentrations, namely

kccH =ca/cg (16)

where kccH is the dimensionless ratio of aqueous concentration, ca, to gaseous concen-

tration, cg. Henry’s constant, kH, in mol L−1 atm−1, the inverse of kH,inv from Eq. (9), is10

given by

kH =1/kH,inv . (17)

Further, kccH can be related to kH using a relationship from Sander (1999a,b):

kccH = TkH/12.2, (18)

where T is in Kelvin. This allows us to calculate ca15

ca =k
cc
H cg . (19)

Assuming that methane is first produced in the gaseous phase and subsequently
dissolves in the pore water (previous modelling approaches have worked in the op-
posite sense, computing dissolved methane concentration first and then deriving the
concentration of gaseous methane), the amount of dissolved methane can be esti-20

mated by substituting cg in Eq. (19) by the total methane concentration, CCH4
, in the

soil layer. However, this will give the concentration of dissolved methane in equilib-
rium with the total methane concentration CCH4

, where ca+cg>CCH4
as cg=CCH4

. We
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therefore subtract ca from CCH4
, so that ca+cg=CCH4

. Ideally, one would iterate this
approximation until the true equilibrium is reached. For now we keep in mind that we
slightly overestimate the amount of dissolved methane. This possible overestimation is
minor compared to uncertainties in the carbon pool calculation and methane production
processes.5

An upper limit on the quantity of dissolved methane is imposed, with the maximum
solubility of methane at a given temperature following Yamamoto et al. (1976). The
best-fit curve through Yamamoto et al.’s observations is

SB =0.05708−0.001545T +0.00002069T 2 , (20)

where SB is the Bunsen solubility coefficient, defined as volume of gas dissolved per10

volume of liquid at atmospheric pressure and a given temperature. We use the ideal
gas law to convert the volume of methane per volume of water into moles as

n=pV/RT , (21)

where p=patm+ρgz is the sum of the atmospheric and hydrostatic pressures (Pa), cal-
culated from the density of water (ρ), acceleration due to gravity (g) and water height15

(z), V is the methane volume (m3), T is the temperature (K), the gas constant R is
8.3145 m3 Pa K−1 mol−1 and n is the amount of gas (mol). Atmospheric pressure has
been shown to be a trigger for ebullition (Tokida et al., 2007), but atmospheric pres-
sure is not yet used as an input variable for LPJ-WHyMe and is therefore assigned
a constant value.20

2.7.2 Ebullition threshold

Once the methane concentration for each layer is known, the volumetric gas content is
calculated. Typical values for volumetric gas contents in experiments and in the field
are 12–15%, above which most ebullition events occur (Kellner et al., 2005; Strack
et al., 2005; Baird et al., 2004). Therefore, if the volumetric gas content, VGC, in25

LPJ-WHyMe exceeds the maximum volumetric gas content threshold VGCmax of 15%,
17

ebullition occurs from that layer with the amount of methane escaping to the atmo-
sphere being the amount by which the volume of methane exceeds the lower limit of
the volumetric gas content, VGClow. VGClow can be set to be the same as VGCmax, in
which case only the excess methane escapes at each time step. This leads to frequent
releases of methane of a relatively small volume. If we assume that once an ebullition5

event is triggered more methane than just the excess over the minimum VGC escapes,
the VGC will drop below VGCmax. Hence, if we set VGClow<VGCmax we will have less
frequent, but larger releases of methane. The amount of methane released per year
will be almost identical in each case for a given temperature and pressure. VGClow can
therefore be seen as a tuning factor for the frequency and amplitude of ebullition. The10

gas liberated by ebullition is assumed to escape to the atmosphere immediately. The
simulation of ebullition takes account of the methane content in gas bubbles, found on
average to be about 57% of total gas content (Kellner et al., 2006).

3 Evaluation sites and experimental setup

3.1 Input data for LPJ-WHyMe15

Input data needed to drive LPJ-WHyMe are climate data and atmospheric CO2 concen-
trations. Soil texture information is not required as all grid cells for which LPJ-WHyMe
is run are set to the organic soil type. For the site-by-site comparison we used the
Climate Research Unit time series data CRU TS 2.1 (Mitchell and Jones, 2005). This
data set provides monthly air temperature and cloud cover, monthly total precipitation20

and monthly number of wet days from 1901–2002. The time series data were used
to permit effective comparison of individual model years to observations. Atmospheric
carbon dioxide concentrations for 1901–2002 were taken from Etheridge et al. (1996)
and Keeling and Whorf (2005). For model spin-up, the first 10 years of the CRU data
were repeated until 1000 years of spin-up time had been completed. Potential prob-25

lems with this spin-up procedure for peatlands are discussed in Wania et al. (2009b).
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3.2 Observations

The sites used for sensitivity studies and model evaluation are summarised in Table 3.

3.2.1 Site 1: Michigan, USA

The Buck Hollow Bog is located in southern Michigan and is classified as an om-
brotrophic peatland covered by a wet lawn of Sphagnum species and densely vege-5

tated by Scheuchzeria palustris L., a rush (Shannon and White, 1994). Other vascular
species include cranberries (Vaccinium oxycoccus L.), cottongrass (Eriophorum vir-
ginicum L.) and a leatherleaf dwarf shrub (Chamaedaphne calyculata (L.) Moench)
(Shannon and White, 1994). Methane fluxes were measured at three sites repre-
senting the wet Sphagnum-S. palustris lawn micro-habitat. Mean annual temperature10

over 1961–1990 was 8.2 ◦C and mean annual precipitation was 778 mm at the nearby
weather station in Lansing, Michigan (http://www.nrcc.cornell.edu).

3.2.2 Site 2: Minnesota, USA

The Minnesota site is located in the US Forest Service Marcell Experimental Forest.
Methane flux data from Junction Fen are used for the model-data comparison. Junction15

Fen is a poor fen which receives some runoff from the surrounding uplands; lacking an
outlet, it is wetter than nearby peatland sites. Vegetation is dominated by a sedge
(Carex oligosperma Michaux) with some rush (Scheuchzeria palustris) and cranberry
(Vaccinium oxycoccus). The graminoids grow above a peat moss mat composed of
Sphagnum angustifolium (C. Jens. ex Russ) C. Jens., S. capillifolium (Ehrh.) Hedw.20

and S. fuscum (Schimp.) Klinggr. Mean annual temperature (1961–1990) is 3 ◦C and
mean annual precipitation is 770 mm (Dise, 1993).
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3.2.3 Site 3: BOREAS Northern Study Area, Canada

The BOREAS Northern Study Site is located in central Manitoba near Thompson, and
is a fen site with vegetation consisting of a variety of peat mosses (Sphagnum spp.),
brown moss species (Drepandocladus exannulatus (B.S.G.) Warnst.), the bog-bean
(Menyanthes trifoliata L.) and sedges (Carex spp.) (Joiner et al., 1999). The sparse5

overstorey consists of larch (Larix laricina (Du Roi) K. Koch) and bog birch (Betula
glandulosa Michx.) (Joiner et al., 1999). Methane fluxes from several micro-sites are
available for the Collapse Fen and Zoltai Fen (Bubier et al., 1998) and were used here.
Mean January temperature is −25.0 ◦C and mean July temperature is 15.7 ◦C; mean
annual precipitation is 536 mm (Gower et al., 2001).10

3.2.4 Site 4: Salmisuo, Finland

The Salmisuo mire complex is situated in Eastern Finland and consists of a minero-
genic, oligotrophic low-sedge Sphagnum papillosum (Lindb.) pine fen (Saarnio et al.,
1997). Methane fluxes from both lawn micro-sites were used for our study. The lawn
habitats are vegetated by cottongrass (Eriophorum vaginatum L.), with bog-rosemary15

(Andromeda polifolia L.), cranberry (Vaccinium oxycoccus) and a sedge (Carex pau-
ciflora Lightf.). The moss layer is dominated by S. angustifolium (Russow) C. Jens.,
S. balticum (Russow) C. Jens., with some S. magellanicum Brid. and S. papillosum
Lindb. (Saarnio et al., 1997). Mean annual air temperature (1971–2000) is 2.0 ◦C, with
temperatures in January of −11.9 ◦C and in July of 15.8 ◦C; mean annual precipitation20

is 600 mm (Alm et al., 1999).

3.2.5 Site 5: Degerö, Sweden

The Degerö Stormyr is part of the Kulbäcksliden Research Park in Västerbotten
county in Sweden and is about 70 km from the Gulf of Bothnia (Granberg et al.,
2001b). Methane data were collected in the poor fen community which is dominated by25
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cottongrass (Eriophorum vaginatum), cranberry (Vaccinium oxycoccus), bog-rosemary
(Andromeda polifolia), rush (Scheuchzeria palustris), and a sedge (Carex limosa L.).
The moss layer is dominated by Sphagnum balticum, S. majus (Russ.) C. Jens. and
S. lindbergii Schimp. in Lindb. (Granberg et al., 2001a). Mean annual temperature
(1961–1990) is 2.3 ◦C, with temperatures in January of −12.4 ◦C and in July of 14.7 ◦C;5

mean annual precipitation is 523 mm (Granberg et al., 2001b).

3.2.6 Site 6: Abisko, Sweden

The subarctic Stordalen mire is part of the Abisko research area in Northern Sweden.
Since 2006, methane fluxes have been recorded using an eddy-covariance flux tower.
These half-hourly methane data provide a high-resolution data set for this site. The flux10

tower covers a wet part of the palsa mire with cottongrass (Eriophorum vaginatum) and
a moss (Drepanocladus sp.) as dominant species. The peat is underlain by permafrost
with a maximum active layer depth of about 70–80 cm for the period 2000–2002 (Chris-
tensen et al., 2004). The mean annual air temperature (1913–2003) in Abisko, which
lies 10 km west of Stordalen, is −0.7 ◦C with temperatures in January of −10.9 ◦C and15

in July of 11.6 ◦C; mean annual precipitation is 304 mm (Johansson et al., 2006).

3.2.7 Site 7: Ruoergai, China

The Ruoergai plateau lies on the eastern edge of the Qinghai-Tibetan plateau at
3400 m altitude. The peatland area on the Qinghai-Tibetan plateau is estimated to ex-
ceed 32 000 km2, constituting 45% of China’s wetlands and 75% of China’s peatlands20

(Ding et al., 2004). Methane emissions from the Qinghai-Tibetan plateau peatlands are
estimated to be around 0.45 Tg CH4 a−1 (Ding et al., 2004). The peatland on the Ruo-
ergai Plateau is dominated by two sedges, Carex meyeriana Kunth. and C. muliensis.
Mean annual temperature is 1 ◦C with a minimum temperature of −10.7 ◦C in January
and maximum temperature of 10.3 ◦C in July; mean annual precipitation is 650 mm25

(Ding et al., 2004).
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This site is included in our study as a representative of high altitude peatlands, for
comparison with the behaviour of high latitude peatlands. Although our focus here is
on the high latitudes, we can thus provide an initial evaluation of the suitability of LPJ-
WHyMe for the simulation of methane fluxes from such high altitude environments.

Note: the CRU mean annual temperature for the grid cell corresponding to the Ruo-5

ergai study site, with coordinates 32◦47′ N, 102◦ 32′ E, deviated from the observed cli-
mate by +3 ◦C. We suspect that this is due to the steep topography in this region,
where a small error in location may lead to a large change in climate. To compensate
for this effect, we therefore use the adjacent grid cell to the west, which has a mean
annual temperature of 1.4 ◦C (minimum −10.5 ◦C, maximum 11.4 ◦C, for the period10

1998–2002). These values are similar to the observed climate and are expected to
provide a better fit of model results to observed methane fluxes.

3.3 Vegetation and land surface processes

Net primary production simulated by LPJ-WHyMe (Table 4), soil temperature and wa-
ter table position (Fig. 3) are presented to provide a framework for the interpreta-15

tion of methane emission results. Total net primary production ranges from 276 to
478 g C m−2 a−1, which includes both aboveground and belowground net primary pro-
duction. A discussion of these simulated net primary production values can be found
in Wania et al. (2009b). The percentage of Sphagnum moss net primary production
ranges from 0–23% of total net primary production, which means that flood-tolerant C320

graminoids are the dominant PFT in terms of net primary production.
Permafrost occurs at the BOREAS, Abisko and Ruoergai sites, because soil tem-

peratures in deeper soil layers never rise above 0 ◦C (Fig. 3). Since the BOREAS and
Abisko sites lie in the zone of discontinuous permafrost, it is not unrealistic for LPJ-
WHyMe to simulate permafrost conditions.25

All sites but Ruoergai show a snow melt peak at the beginning of the growing sea-
son resulting in the highest water table positions at the Salmisuo and Abisko sites.
Wania et al. (2009a) deals with the evaluation of the simulation of soil temperature and
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water table position in LPJ-WHyMe in detail – we present these results here to provide
context for the ensuing discussion of methane flux results.

4 Sensitivity test I

4.1 Method

An initial sensitivity experiment was performed for eight parameters, assessed as being5

the most uncertain and potentially having the most influence on methane emissions.
The parameters used are listed in Table 5 and the values used in each sensitivity
experiment are shown in Table 6.

The sensitivity results were summarised by regressing the different methane fluxes,
i.e. plant-mediated, diffusion, ebullition, and total flux, against each set of parameter10

values. Fluxes were normalised by the maximum of each flux type for each site to
enable comparison of regression slopes between sites and flux types.

4.2 Results and discussion

Total methane flux as well as plant-mediated transport, diffusive flux and ebullition were
used to evaluate the importance of each of the eight parameters varied in this experi-15

ment. Results are summarised in Fig. 4. The parameters on the left hand side plus the
top parameter on the right hand side in Fig. 4 influence the production or oxidation of
methane, while the other three parameters affect methane transport pathways. Values
use for each parameter are listed in Table 6.

Methane/carbon dioxide ratio, CH4/CO220

The results show that the most important parameter for all fluxes is the ratio of methane
to carbon dioxide production under anaerobic conditions, CH4/CO2. As expected,
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higher CH4/CO2 leads to greater methane emissions. Plant-mediated transport in-
creases least, while ebullition increases most, probably because the capacity for plant-
mediated transport is limited and quickly saturates, so that additional methane escapes
via ebullition and diffusion.

Oxidation fraction, foxid5

The greater the fraction of available oxygen used for the oxidation of methane, foxid, the
less methane is emitted. The strongest reductions are seen in the diffusive fluxes, as
diffusion happens only from the top soil layer, which has the highest oxygen concentra-
tions and is where most methane oxidation takes place. Plant-mediated transport and
ebullition are also affected because oxygen is transported down to deeper soil layers10

via aerenchyma, where it leads to decreased methane concentrations.

Fraction of exudates, fexu

The fraction of exudates has a small effect in both directions. Both increases and de-
creases in methane fluxes are seen at sites 1, 3, 4 and 5, while sites 2, 6 and 7 show
only negative correlations with increasing fexu. The effect of increasing fexu is complex:15

higher fexu values will lead to more exudates being available for methane production,
but fexu is subtracted from the net primary production and therefore decrease net pri-
mary production, which can lead to an overall negative effect on methane emissions.

Exudate turnover rate, kexu

Changes in the decomposition rate of exudates, kexu, produced little effect on any of20

the fluxes, which suggests that there is enough carbon in the heterotrophic respiration
pool to supply carbon for methanogenesis in each soil layer.
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Moisture response, Rmoist

The moisture response, Rmoist, used to calculate decomposition rates, had a small
positive effect on almost all methane fluxes. Higher Rmoist values led to faster turnover
times, which increased the availability of carbon and enhanced CH4 emissions slightly.

Tiller porosity, Φtiller5

The tiller porosity is used in Eq. (15) and influences the area available for plant-
mediated transport. Higher porosity values lead to a slight increase in total emissions
at five sites, whereas plant-mediated transport was enhanced at all sites, leading to
a reduction in the other two flux categories. Not only does enhanced plant-mediated
transport reduce CH4 concentrations in the pore water, it also increases oxygen trans-10

port to the roots and increases CH4 oxidation.

Tiller radius, r tiller

The tiller radius is used in the same equation as the tiller porosity, i.e. Eq. (15). A larger
tiller radius has a similar effect on plant-mediated transport to tiller porosity as it in-
creases gas diffusion through plants. The sensitivity test shows that the range of pa-15

rameter values chosen for the tiller radius (see Table 6) influences the balance between
plant-mediated transport and ebullition more than the tiller porosity. Plant-mediated
transport shows a much stronger increase and ebullition a much stronger decrease
when tiller radius is varied than when the tiller porosity is varied. The effect on the total
methane flux is weaker and similar to the impact of varying leaf-to-root ratio or tiller20

porosity.

Volumetric gas content limit, VGClow

By modifying the volumetric gas content range between its lower limit, VGClow, and
the threshold for ebullition, VGCmax, we can alter the amount of methane released
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by each individual ebullition event and also the frequency with which ebullition events
occur. Lower VGClow values lead to less frequent ebullition events with larger ampli-
tudes, while higher VGClow values produce more frequent ebullition with smaller ampli-
tude events. As explained in Sect. 2.7.2, the lower limit of the volumetric gas content,
VGClow, determines the quantity of methane that escapes to the atmosphere at each5

ebullition event. The more methane that escapes in a single event, the longer it will
take to build up enough methane to trigger another ebullition event. The annual total of
ebullition fluxes is not influenced by the value used for VGClow. When VGClow is set to
the same value as VGCmax, the threshold above which ebullition occurs, the total flux
curve is very smooth as a small amount of methane escapes almost every day during10

the growing season.

4.3 Conclusions

Sensitivity tests revealed that the parameters with the greatest influence on total
methane emissions were the ratio of methane to carbon dioxide production under
anaerobic conditions and the fraction of oxygen used by methanotrophs. The methane15

to carbon dioxide ratio is used to determine the fraction of heterotrophic respiration
that is transformed into methane. This ratio is fixed but is weighted by the air fraction
in each layer, an indicator of the degree of anoxia in that layer. This ratio has a linear
influence on overall methane fluxes, because as more carbon is allocated to methane,
more methane is available in the soil and so methane fluxes are higher. Experimen-20

tal studies to determine the ratio of methane to carbon dioxide production show good
agreement with our choice of parameter value (Gallego-Sala, 2008).

The second parameter, the fraction of oxygen used by methanotrophs, foxid, also
has a direct and linear influence on methane concentrations and therefore on methane
fluxes. The parameter foxid determines how much of the dissolved oxygen in the soil25

is used by methane-oxidising bacteria and how much is used by the respiration of
other microorganisms. This means that for higher values of foxid, more methane will
be oxidised. However, if more oxygen is used for methane oxidation, less oxygen is
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available for heterotrophic respiration and therefore less carbon dioxide is produced.
This means that a possible way to improve our knowledge of foxid in the future is to
evaluate carbon dioxide emissions together with methane emissions while balancing
the stoichiometry of carbon dioxide, methane and oxygen.

5 Sensitivity test II and model-observation data comparison5

5.1 Method

The results of sensitivity test I were used to design a second sensitivity experiment.
The only parameter not included in this second sensitivity test was VGClow as it had
little influence on methane fluxes and is purely a tuning factor for the frequency and
amplitude of ebullition events. For the second sensitivity experiment, we used only10

three values per parameter (see right hand side of Table 6), but this time, we ran
the model for all of the possible 2187 different combinations in the parameter space.
The daily results were summarised as average daily fluxes per month. Histograms of
these average daily fluxes per month were used to present the range and frequency of
methane emissions generated based on the chosen parameter values.15

A best guess set of parameters was chosen subjectively, based on visual comparison
of fit between model results with varying parameters and observations, for daily as well
as total annual methane emissions. The paucity of methane emission data – only 60%
of mean monthly observations were based on more than two daily observations – made
it difficult to apply statistical methods to compare mean monthly simulated emissions20

to mean monthly observations. The chosen set of parameters was used for all of the
seven test sites. Parameters could be tuned to individual sites to improve the match
between observations and model, which may be desirable if LPJ-WHyMe was applied
to study methane dynamics at a specific site. However, since one of the goals of this
study was to develop a circumpolar methane model that can be applied for large areas25

for which we do not have any data available to tune the model, we used the same set
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of parameters for all sites here to show how well LPJ-WHyMe performs using a single
set of parameters.

5.2 Results and discussion

Methane emissions from seven sites resulting from sensitivity test II are compared
to results based on our best guess parameter values and to observations (Fig. 5).5

The best guess parameters are listed in Table 6. Figure 5 shows that the best guess
simulation (black line) lies more or less in the middle of the histogram data, which
indicates that the combination of parameters chosen for the best guess do not result in
any extreme minimum or maximum results. Below, we discuss the results in detail for
each site.10

Michigan

LPJ-WHyMe captures the methane emissions occurring between January and April
and between August and December well, but misses out on the high emissions dur-
ing the summer months. The failure to simulate high summer emissions may partially
be caused by the lack of ebullition at this site (Table 7), due to a combination of fac-15

tors. When we compare the Michigan site to the Minnesota site, which shows ebullition
(Table 7), we notice the following differences: Despite Michigan having a lower an-
nual net primary production than Minnesota, it has a higher flood-tolerant C3 graminoid
leaf biomass (105 vs. 50 g C m−2). The lower annual net primary production at the
Michigan site is caused by a combination of higher root biomass (263 vs. 126 g C m−2)20

and higher soil temperatures (10.1 vs. 4.3 ◦C in 25 cm depth) that lead to a higher
overall maintenance respiration, which reduces productivity more at the Michigan site
than at the Minnesota site. The lower net primary production leads to slightly lower
CH4 concentrations in the soil and the volumetric gas content (VGCmax) threshold set
for ebullition is not reached. The contribution of CH4 emissions transported through25

plants is higher at the Michigan site because of the higher leaf biomass leading to
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increased plant-mediated transport in both directions, i.e. transporting methane to the
atmosphere and transporting oxygen down to the roots. Both lead to reduced concen-
trations of dissolved and gaseous methane and can therefore explain the absence of
ebullition events.

The estimated observed plant-mediated flux for the dominant species Scheuchze-5

ria palustris at this site is about 250 mg CH4 m−2 d−1 (Shannon et al., 1996), which
is slightly above the peak values shown in Fig. 5. Shannon et al. (1996) estimated
the contribution of S. palustris to the total methane emissions to be between 64 and
90%, whereas LPJ-WHyMe simulates 99% plant-mediated emissions, hinting at an
underestimation of ebullition and/or diffusive fluxes by LPJ-WHyMe. Modelled annual10

methane flux is 31.9 g CH4 m−2 a−1. Observations for the two temperate bogs at this
site ranged from 0.2 to 47.3 g CH4 m−2 a−1 for Big Cassandra Bog and from 66.9 to
76.3 g CH4 m−2 a−1 for Buck Hollow Bog (Shannon and White, 1994). The modelled
value lies in the range of Big Cassandra Bog.

Minnesota15

The Minnesota site shows good agreement between observations and simulated
methane fluxes in all months but June (Fig. 5). Daily peak values in July are repro-
duced by ebullition events in LPJ-WHyMe, which are smoothed out in the plot, but
the model does not simulate emissions that match the monthly average value of over
500 mg CH4 m−2 d−1 in July. The histogram in Fig. 5 shows that the model does not20

achieve high enough CH4 emissions in June with any of the parameter combinations
considered. The modelled reduction in CH4 emissions in June coincides with a drop in
water table position (Fig. 3), which is the likely reason why LPJ-WHyMe cannot simu-
late CH4 emissions that match the observations. This reduction in methane emissions
due to a drop in water table is seen in June rather than later on in the summer because25

soil decomposition increases with higher temperatures and thus so do CH4 production
rates, compensating for the lower water table position.
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Plant-mediated transport and ebullition contributed about equally to about 90% of
the total annual CH4 emissions of 46.1 g CH4 m−2 a−1 (Table 7), which compares well
to the observed range of 3.2 to 65.7 g CH4 m−2 a−1 (Dise, 1993).

BOREAS

Model results for the BOREAS site are generally lower than the observed fluxes (Fig. 5),5

but the overall observed pattern is represented by the model. Some of the observed
values lie within the values of the histogram, indicating that some combinations of pa-
rameters can reproduce these higher methane fluxes. When comparing the modelled
CH4 fluxes to the observed monthly averaged daily fluxes (stars), the only month with
a really large deviation between the two is July. An interesting feature of the histogram10

is that it shows discontinuous values, e.g. from October to December. This disconti-
nuity is caused by ebullition, which is defined by gas concentration thresholds in LPJ-
WHyMe. Once the threshold is reached, the emissions jump discontinuously from one
level to a higher one.

For the BOREAS site, plant-mediated transport was the most important flux with15

56.4% of total emissions, while ebullition contributed most of the remainder, as
diffusion was as small source of CH4. Total simulated methane emissions were
21.1 g CH4 m−2 a−1. Unfortunately, we do not have an observed estimate of annual
CH4 emissions from this site.

Salmisuo20

Observations at the Salmisuo site are well matched by model results over the entire
year (Fig. 5) and the histogram covers almost all of the data points. LPJ-WHyMe pro-
duces slightly excessive CH4 emissions in June, July and October. All of the observed
high daily values in mid-summer can be matched by simulated ebullition events.

CH4 fluxes at the Salmisuo site, together with those at the Degerö site, are domi-25

nated by ebullition, which accounts for 62.8% at the Salmisuo site. This dominance
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can be explained by the highest net primary production values but a lower percent-
age of flood-tolerant C3 graminoids than the Michigan, Minnesota and BOREAS sites
(Table 7). The lower percentage of flood-tolerant C3 graminoids will decrease the plant-
mediated transport of CH4 out of the soil and oxygen into the soil. Gaseous CH4 can
therefore accumulate and cause ebullition. Total annual simulated emissions were5

58.0 g CH4 m−2 a−1. Observations for the period 1 June to 17 October 1993 estimate
the fluxes to be 30.4 and 36.8 g CH4 m−2 a−1 for an Eriophorum and a Carex lawn, re-
spectively (Saarnio et al., 1997). The LPJ-WHyMe emissions for the same period are
38.2 g CH4 m−2 a−1.

Degerö10

The Degerö site shows an overestimation of CH4 fluxes in almost all months (Fig. 5).
The most likely reason for this disparity is the exclusion of ebullition events from the ob-
served data, as samples with anomalously high methane concentrations were rejected
(Granberg et al., 2001a,b). If only diffusive and plant-mediated methane fluxes are
compared to observations, the modelled results are much closer to the observations15

(data not shown). Plant-mediated transport at the Degerö site contributes 38.1% to the
total, diffusion 4.6% and ebullition 57.2%. Another modelling study arrived at similar
results, namely a joint contribution of diffusion and ebullition of 6–48% (Granberg et al.,
2001a). The observed range of methane emissions for May to September for the years
1995–1997 is 16, 13 and 18 g CH4 m−2, respectively (Granberg et al., 2001a). The20

simulated annual plant-mediated and diffusive flux in our study is 17.5 g CH4 m−2 a−1 in
1996 and 13.4 g CH4 m−2 a−1 for May to September 1996, which closely matches the
observations.

Abisko

The Abisko/Stordalen site is the only site for which we used data from an eddy-25

covariance flux tower. Figure 5 shows that LPJ-WHyMe is able to reproduce values
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similar to observations in the first half of the year, but simulated values plateau in sum-
mer and decrease too early in autumn. The rather abrupt decrease of CH4 emissions
in August is due to the way that LPJ models leaf phenology. When the air temperature
drops below the growing degree day minimum of 5 ◦C, leaves of deciduous PFTs are
shed. The air temperatures used to drive LPJ-WHyMe are realistic and the timing of5

the simulated leaf shedding in August corresponds to the observed leaf senescence
in 2006 and 2007 (Jackowicz-Korczyński et al., 2010). Therefore, we believe that the
general model setup in LPJ is realistic and useful. However, for our CH4 modelling
framework, this sudden leaf shedding means that plant-mediated transport is suddenly
cut off. This points towards a problem in LPJ-WHyMe: in the real world, methane may10

escape through plants even after they have died, as tillers usually constitute a pas-
sive conduit for CH4 transport (Cronk and Fennessy, 2001), and their transport system
should remain functioning at least for a while after leaf senescence. This does not hap-
pen in the model so far and it may be necessary to include this process into a future
version of LPJ-WHyMe. Another reason for the lower simulated summer emissions15

may be that LPJ-WHyMe simulates frequent ebullition events during the time when
most of the pore water is frozen. The way that LPJ-WHyMe is currently set up permits
ebullition as long as there is some liquid water in the relevant soil layer. This may not
be fully accurate as frozen layers at the soil surface may inhibit any bubble release and
this may influence CH4 emissions later in the year. However, high methane emissions20

have been observed during times when soil water is freezing (Mastepanov et al., 2008)
and ebullition events in autumn or winter may therefore be justifiable, as simulated
by LPJ-WHyMe and visible at the BOREAS and Abisko sites in Fig. 5 (in the form of
a ragged black line for the best-guess simulations or non-continuous histogram plots).

Plant-mediated transport contributed 80.4% to total methane emissions and25

ebullition was responsible for 19.0%. Total annual simulated CH4 emissions
were 16.3 g CH4 m−2 a−1 (Table 7), which is lower than the observed 22.9–
27.2 g CH4 m−2 a−1. We doubt that this underestimation is caused by the comparison
of different years, i.e., the model year 2002 versus the observed year 2006. It is more
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likely that the dependence of plant mediated transport on living plant tissue is the cul-
prit.

Ruoergai

LPJ-WHyMe captures some of the observed pattern of methane fluxes at the Ruoergai
site, although the simulated data do not show a seasonality as strong as the obser-5

vations (Fig. 5). Discontinuity in the histogram plots shows that ebullition events are
very common. The model using the best-guess parameters overestimates some of
the emissions but the observations are widely spread from June to September and the
model results lie within the range of observations.

Ding et al. (2004) estimated mean methane fluxes for the two different Carex10

species at the Ruoergai site to be 2.06 and 3.88 mg CH4 m−2 h−1 and the aver-
age growing season length to be 165 days. This results in observed fluxes of 8.2
and 15.3 g CH4 m−2 a−1, only about half of the 29.0 g CH4 m−2 a−1 simulated by LPJ-
WHyMe. One reason for the higher modelled fluxes could be that LPJ-WHyMe models
net primary production of 352 g C m−2 a−1 (Table 4), which equates to 782 g m−2 a−1

15

dry mass (45% carbon content), relatively high compared to the observed net primary
production of 285–750 g m−2 a−1 dry mass. Plant-mediated transport and ebullition
contributed equally to the total, while diffusion was small (Table 7).

6 Circumpolar methane emissions

6.1 Methods20

The Climate Research Unit climatology data set CL 1.0 (New et al., 1999) was used
to drive LPJ-WHyMe for the circumpolar region. This data set provides monthly air
temperature and cloud cover, monthly total precipitation and monthly number of wet
days averaged over the years 1961–1990. Atmospheric CO2 concentration was set
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to a constant 321 ppm, representing the mean value over the 20th century. Note that
there is no need to prescribe atmospheric CH4 concentrations for our simulations. The
model was spun up for 1000 model years and run for 1 year thereafter at a resolution
of 1◦×1◦. In order to provide methane emissions suitable for comparison with other
studies and observations, it is advantageous to scale the outputs of LPJ-WHyMe to5

account for two factors.
The first factor to consider is the overall area of peatlands simulated in our model as

compared to other studies. A map of fractional peatland cover was produced, based on
organic soil carbon content derived from the IGBP-DIS 5′×5′ resolution map (Global
Soil Data Task Group, 2000)3. The resulting peatland area between 45◦ N and 90◦ N10

is 5.37×106 km2, a value that exceeds other estimates (Matthews and Fung, 1987;
Aselman and Crutzen, 1989; Prigent et al., 2007). This overestimate of peatland area
will lead to concomittant overestimates in CH4 emissions. The estimated maximum
area of bogs and fens in Russia, Europe, Canada and Alaska is 2.99–3.20×106 km2

(Matthews and Fung, 1987; Aselman and Crutzen, 1989). To correct for these differ-15

ences, we will scale CH4 emissions from LPJ-WHyMe accordingly. We find scaling
factors of 0.56–0.60 (by dividing Matthews and Fung and Aselman and Crutzen’s es-
timate by the IGBP-DIS estimate), respectively, which we define as the Matthews and
Aselman scaling factors. The first multiple satellite approach to map global wetlands
gives an area of approximately 1.6×106 km2 for the latitudinal band of 55◦ N to 70◦ N20

(Prigent et al., 2007). The peatland area in the 55◦ N to 70◦ N using the IGBP-DIS data
gives 4.18×106 km2. The Prigent scaling factor is therefore 0.38.

The second factor to consider is the effect of peatland micro-topography. The micro-
topography in peatlands is generally composed of drier sites (hummocks) and wetter
sites (hollows, lawns and pools) with the drier sites having a methane emission rate of25

about a third to a half of that at the wetter sites (Kettunen et al., 2000; Saarnio et al.,
1997). LPJ-WHyMe simulates methane emissions that lie in the range found in lawns,

3Details on how this map was created and the map itself can be found in
Wania et al. (2009a).
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which occupy around 50% of the area of typical peatlands (Alm et al., 2006; Becker
et al., 2007). Based on these observations, we assume that half of the peatland area is
wet and emits methane at full capacity while the other half of the area emits at 30–50%
of the full capacity, leading to an overall reduction of methane emissions by 25–35%,
i.e. scaling factors of 0.65–0.75.5

6.2 Results and discussion

Modelled methane emissions from peatlands between 45◦ N and 90◦ N for the period
1961–1990 are shown in Fig. 6. The left-hand panel (Fig. 6a) expresses methane
emissions as mean daily fluxes per m2 per year, whereas the right-hand panel (Fig. 6b)
shows total annual methane emissions per grid cell. Daily methane emissions range10

from zero in peatlands in the farthest north to over 250 mg CH4 m−2 d−1 in the UK
and Ireland. The CH4 fluxes observed at two peatland sites in nearby Michigan
were 11.5–209 mg CH4 m−2 d−1, averaged over a three year period (Shannon and
White, 1994) and methane fluxes observed at a northern Minnesota peatland were
10–180 mg CH4 m−2 d−1 (Dise, 1993), which shows that the CH4 emissions simulated15

by LPJ-WHyMe are not unreasonable.
The range of methane emissions from LPJ-WHyMe is comparable to the model re-

sults of Walter et al. (2001), which showed fluxes below 100 mg CH4 m−2 d−1 for most
far northern peatlands with only a few regions in Eastern Europe reaching values
between 100 and 200 mg CH4 m−2 d−1. The model of Zhuang et al. (2004) showed20

mean daily CH4 emissions averaged over the year of 109 mg CH4 m−2 d−1 and above.
Cao et al. (1996)’s model resulted in latitudinally averaged CH4 emissions of 120.5,
51.2, 31.6 and 12.1 mg CH4 m−2 d−1 for the latitudinal bands of 40◦ N–50◦ N, 50◦ N–
60◦ N, 60◦ N–70◦ N and 70◦ N–80◦ N, respectively. The comparable emissions from
LPJ-WHyMe are 100, 73.9, 60.6 and 19.9 mg CH4 m−2 d−1, respectively. LPJ-WHyMe25

shows a less steep gradient from lower to higher latitudes and higher average emis-
sions than Cao et al. (1996) in the three more northern latitudinal bands.
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A noticeable difference between LPJ-WHyMe and the models of Walter et al. (2001)
and Zhuang et al. (2004) is that LPJ-WHyMe shows a consistent latitudinal gradient in
methane emissions, with emissions decreasing from south to north (Fig. 6a), whereas
the other two models show a reversed trend in at least some areas (e.g. the Western
Siberian Lowlands).5

In LPJ-WHyMe the latitudinal gradient in emissions can be explained by the cor-
relation between methane emission (E ) in g CH4 m−2 a−1 and soil temperature at
25 cm depth in ◦C (T25) (E=27.7+1.87T25, r2=0.55, p<0.001) or methane emissions
and net primary production (NPP) in g C m−2 a−1 (E=−13.96+0.11NPP, r2=0.65,
p<0.001), where soil temperatures and net primary production are also correlated10

(NPP=356.7+13.40T25, r2=0.55, p<0.001). In Walter et al.’s study, it appears that
the positive south to north gradient in the Western Siberian Lowlands, i.e. the opposite
trend to LPJ-WHyMe, is caused by lower water table positions in the south in Au-
gust and November, which lead to higher methane oxidation (Walter et al., 2001, Plate
2). Higher simulated oxidation rates in the south could explain why methane emis-15

sions were lower there than further north despite higher temperatures and presumably
higher net primary production. The methane emission pattern in Zhuang et al. (2004)
is harder to interpret. A possible explanation could be the use of soil-water pH to sup-
press methane emissions outside a pH range of 5.5–9.0. This pH range unrealistically
excludes methane emissions from bogs, whose pH is usually below 5.5 (Siegel, 1998),20

potentially leading to an underestimation of methane emissions in some areas; more
than half of the wetlands in Russia and Canada are bogs (Aselman and Crutzen, 1989).

Figure 6b shows CH4 emissions per grid cell per year, weighted by the Prigent scal-
ing factor of 0.38 and the micro-topography scaling factor of 0.75. The pattern of
methane emissions changes slightly compared to Fig. 6a as areas with a high frac-25

tional peatland cover will produce more CH4 per grid cell than other areas. The map
in Fig. 6b suggests that the areas with the highest CH4 emissions are the Hudson Bay
Lowlands in Canada and Southern Scandinavia.
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7 Annual budget

Applying the area and micro-topography correction factors of Sect. 6 to methane emis-
sions from LPJ-WHyMe yields a value for the total annual methane emissions for the
45◦ N–90◦ N circumpolar region of between 40.8 and 73.7 Tg CH4 a−1 for the period
1961–1990, which is in the range of previous studies. Zhuang et al. (2004) sum-5

marised the current literature and found that emission estimates for the pan-arctic re-
gion from eleven studies ranged from 31 to 106 Tg CH4 a−1. A recent inverse modelling
study allocated only 33±18 Tg CH4 a−1 of total global emissions to northern wetlands
(Chen and Prinn, 2006), which is lower than our estimate. However, LPJ-WHyMe
simulates CH4 emissions from “natural potential vegetation” and may therefore overes-10

timate present day CH4 emissions. Many peatlands have been drained or destroyed,
although the organic soil carbon content may still be high enough to classify the grid
cell as peatland. LPJ-WHyMe will therefore run its peatland hydrology, simulating high
water table positions and with it CH4 emissions. However, drained peatlands produce
little or no CH4.15

Another reason why the estimate of Chen and Prinn (2006) should be lower than
the results from LPJ-WHyMe is that inverse modelling approaches such as Chen and
Prinn used calculate the net flux of CH4, i.e. CH4 emissions minus CH4 uptake by
soils. Methane uptake by soils is estimated to be 6.9 Tg CH4 a−1 for the cool temperate,
boreal and polar region together (Curry, 2009), which when added to Chen and Prinn’s20

33±18 Tg CH4 a−1 gives a range of 21.9–57.9 Tg CH4 a−1.

8 Conclusions

This is the first time that a methane emission model has been completely integrated
into a dynamic global vegetation model, drawing all of its necessary input data from
the vegetation model, which itself requires only climate data, atmospheric CO2 con-25

centration and fractional peatland cover as input. The advantage of this setup is that
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the model can be applied to any point in the circumpolar region without requiring site-
specific data. However, the model output can only be as good as the model inputs.
We are using monthly averaged data to drive LPJ-WHyMe, but compare daily model
output to observations, mainly due to the lack of monthly observations. The use of
monthly average air temperature or precipitation may lead to a lack of extreme values5

that in reality would cause high daily CH4 emissions, for example through ebullition
events. This means that our comparison of simulated daily CH4 emissions to observed
daily emissions should be treated cautiously. One approach to this comparison issue
would be to drive the model with daily meteorological data from sites where methane
fluxes were measured by eddy-covariance, which provide a continuous time series of10

methane emissions.
LPJ-WHyMe differs from other models (Cao et al., 1996; Walter and Heimann, 2000;

Zhuang et al., 2004) in several aspects (a detailed analysis of different methane models
can be found in Wania, 2007). The usage of a Q10 value for CH4 production rates is
avoided by only applying a modified Arrhenius-type dependence on temperature to soil15

respiration (Lloyd and Taylor, 1994). We make the assumption that methanogenesis
is limited by temperature only indirectly by the availability of substrate, which is linked
to soil respiration in LPJ-WHyMe. We also avoid the use of Michaelis-Menten coeffi-
cients, as these can show high variability between sites (Walter and Heimann, 2000)
and are therefore of little use when applying the model to many grid cells in the circum-20

polar region for which no observations are available. Further, we think that it is more
important to know how much substrate is available, rather than the speed at which that
substrate will be turned over assuming that all of the substrate is being utilised at some
point.

Given these constraints, LPJ-WHyMe is able to produce good results when compar-25

ing observations from seven sites to model results. Daily, monthly and annual CH4
emissions are all in acceptable ranges. The estimates of total circumpolar CH4 emis-
sions from peatlands lie within the range of previously reported CH4 emissions (al-
though this range is wide). The two main uncertainties in the total emissions budget
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arise from the still poorly known distribution of wetlands and variations in the fractional
wetland cover in each grid cell, and the variation in CH4 emissions due to spatial het-
erogeneity in peatlands. Improvements in terms of peatland distribution may be made
in the near future with the help of more and new remote sensing data. Advances
in accounting for the influence of peatland micro-topography may be achieved using5

a statistical modelling approach (Rietkerk et al., 2004; Eppinga et al., 2008).
Applications of LPJ-WHyMe are far-ranging. LPJ-WHyMe can be used to simulate

methane emissions from individual sites, where certain parameters could be tuned to
the specific site, meteorological data from that site can be used or in- and outflow of
ground water can be prescribed to improve the results. This would help to learn more10

about the model behaviour and potential areas for improvement. LPJ-WHyMe can
be run for countries to estimate the contribution of peatlands to national greenhouse
gas budgets, or it can be applied to regions for present day, future (Wania, 2007) or
palaeoclimate conditions.
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Table 1. Soil carbon cycle parameter values.

Parameter Value Units Explanation Reference

k10
exu 13 a−1 Exudates decomposition rate at 10 ◦ C Based on sensitivity analysis
k10

litter 0.35 a−1 Litter decomposition rate at 10 ◦C Sitch et al. (2003)
k10

fast 0.03 a−1 Fast soil carbon pool decomposition rate at 10 ◦C Sitch et al. (2003)
k10

slow 0.001 a−1 Slow soil carbon pool decomposition rate at 10 ◦C Sitch et al. (2003)
fexu 0.175 unitless Fraction of NPP that is allocated to root exudates Based on sensitivity analyses
fatm 0.7 unitless Fraction of litter fraction that is respired as CO2 Sitch et al. (2003)
ffast 0.985 unitless Fraction of litter that enters the fast soil carbon pool Sitch et al. (2003)
fslow 0.015 unitless Fraction of litter that enters the slow soil carbon pool Sitch et al. (2003)
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Table 2. Gas diffusion parameters taken from Sander (1999a).

Parameter Value Units Description

kH,inv calculated L atm mol−1 Henry’s coefficient
TΘ 298.15 K Standard temperature
kΘ

H for CH4 714.29 L atm mol−1 Henry’s constant at standard temperature
for CO2 29.41 L atm mol−1 Henry’s constant at standard temperature
for O2 769.23 L atm mol−1 Henry’s constant at standard temperature

CH,inv for CH4 1600 K Coefficient in Henry’s law
for CO2 2400 K Coefficient in Henry’s law
for O2 1500 K Coefficient in Henry’s law
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Table 3. Sites used for sensitivity analysis and methane emissions evaluation.

No. Site name Country Coordinates Yeara Reference

1 Michigan USA 42◦ N, 84◦ W 1991 Shannon and White (1994)b

2 Minnesota USA 47◦ N, 93◦ W 1989 Dise et al. (1993)
3 BOREAS NSA Canada 56◦ N, 99◦ W 1996 Bubier et al. (1998)
4 Salmisuo Finland 63◦ N, 31◦ E 1993 Saarnio et al. (1997)
5 Degerö Sweden 64◦ N, 20◦ E 1996 Granberg et al. (2001a)
6 Abisko Sweden 68◦ N, 19◦ E 2006 Jackowicz-Korczyński et al. (2010)
7 Ruoergai China 33◦ N, 103◦ E 2001 Ding et al. (2004)

a Year of observational data used.
b Data were digitised from Walter and Heimann (2000) as they plotted average values over
three microsites.
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Table 4. Simulated net primary production (NPP), including above- and belowground produc-
tion, for the seven test sites. Net primary production is shown for the flood-tolerant C3 graminoid
PFT (ftG), Sphagnum moss PFT (SM) and totalled over all plant functional types (all values in
g C m−2 a−1). Note that the total net primary production equals the sum of the C3 graminoid PFT
and Sphagnum PFT as no other plant functional types contributed to the net primary production
at these sites. The fraction of net primary production due to flood-tolerant C3 graminoids (ftG
%) is also shown.

Michigan Minnesota BOREAS Salmisuo Degerö Abisko Ruoergai

ftG 273 327 261 320 291 302 260
SM 3 73 72 158 153 0 92
Total 276 400 333 478 444 302 352
ftG % 99 82 78 67 66 100 74
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Table 5. Sensitivity test parameters.

CH4/CO2 CH4/CO2 production ratio under
anaerobic conditions

foxid Fraction of available oxygen
used for methane oxidation

fexu Fraction of NPP put into exu-
dates pool

kexu Turnover rate for exudates pool
Rmoist Moisture response, used to

weight decomposition rates for
exudates, litter, fast and slow
carbon pools

Φtiller Tiller porosity
rtiller Tiller radius
VGClow Lower limit of volumetric gas

content
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Table 6. Parameter values for initial sensitivity tests.

Parameter Units Sensitivity test I Sensitivity test II Best guess

Value 1 Value 2 Value 3 Value 4 Value 1 Value 2 Value 3

CH4/CO2 – 0.20 0.25 0.30 0.35 0.2 0.25 0.3 0.25
foxid – 0.3 0.5 0.7 0.9 0.6 0.75 0.9 0.75
fexu – 0.05 0.10 0.15 0.20 0.10 0.15 0.20 0.175
kexu weeks 7 13 26 39 7 13 26 13
Rmoist – 0.2 0.3 0.4 0.5 0.2 0.35 0.5 0.35
Φtiller % 50 60 70 80 60 70 80 70
rtiller mm 3.0 4.0 5.0 6.0 2.9 3.5 4.0 3.5

VGClow % 13.0 13.5 14.0 14.5 14.5 14.5
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Table 7. Simulated plant mediated transport, diffusion, ebullition and total CH4 fluxes
(g CH4 m−2 a−1) from seven test sites and observations taken from the references listed in
Table 3. Percentage values in parentheses list the contribution of each flux type to the total
flux.

No. Site Name Plant Diffusion Ebullition Total Observations Notes on observations

1 Michigan 31.6 (99.0%) 0.3 (1.0%) 0 (0.0%) 31.9 0.2–47.3, 66.9–76.3 Results from 2 sites
2 Minnesota 20.7 (44.9%) 3.9 (8.5%) 21.5 (46.6%) 46.1 3.2–65.7
3 BOREAS 11.9 (56.4%) 0.7 (3.3%) 8.5 (40.3%) 21.1
4 Salmisuo 15.9 (27.4%) 5.7 (9.8%) 36.4 (62.8%) 58.0 9.6–40 Snow-free period only
5 Degerö 15.6 (38.1%) 1.9 (4.6%) 23.4 (57.2%) 40.9 13–18 Ebullition excluded,

May–September
6 Abisko 13.1 (80.4%) 0.1 (0.6%) 3.1 (19.0%) 16.3 23.0–27.3 Eddy-covariance flux tower
7 Ruoergai 14.1 (48.6%) 0.8 (2.8%) 14.1 (48.6%) 29.0 8.2–15.3
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Fig. 1. Decomposition processes in LPJ-WHyMe. The turnover rate determines the fraction of
net primary production converted to litter. Litter decomposes at a rate dependent on soil tem-
perature and moisture (klitter). Part of the decomposed litter (fatm) goes directly into the potential
carbon pool for methanogenesis; the rest is split up into the fast (ffast) and the slow (fslow=1−ffast)
soil carbon pools. Both soil carbon pools have their own temperature- and moisture-dependent
decomposition rates (kfast, kslow). Decomposed soil carbon is added to the potential carbon
pool for methanogenesis. The pathway highlighted in red indicates an addition in LPJ-WHyMe
compared to the decomposition dynamics in LPJ. The fraction fexu taken from the net primary
production flows into an exudates pool. The decomposition rate for exudates, kexu, depends
again on soil temperature and moisture content. Values of various parameters are listed in
Table 1.
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Fig. 2. Schematic representation of the LPJ-WHyMe methane model. Top: Carbon from the
potential carbon pool for methanogenesis is allocated to soil layers according to the root dis-
tribution – more carbon is allocated to the upper layers where root density is greatest than to
the bottom layers. Bottom: The carbon allocated to each layer is split into methane and carbon
dioxide. Oxygen diffuses through the soil layers but is also transported directly from the atmo-
sphere into the soil via vascular plants. The amount of oxygen available determines how much
methane is oxidised and turned into carbon dioxide. Methane can diffuse to the atmosphere
through overlying soil layers or it can escape directly to the atmosphere via vascular plants.
The balance between methane in gaseous form, [Methane]gas, and methane dissolved in pore
water, [Methane], is determined using Henry’s Law. If the volumetric concentration of gaseous
methane reaches a threshold, an ebullition event will be triggered and methane will bubble out
directly to the atmosphere.
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Fig. 3. Simulated water table position (line graphs) and soil temperature (contours) at the seven
test sites.
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Fig. 4. Schematic summary of results of sensitivity test I. Numeric labels correspond to the site
numbers in Table 3 and an explanation of the acronyms for the parameters can be found in Ta-
ble 5. Correlations between parameter variations and changes in methane fluxes are expressed
by coloured circles of different sizes. The size of the circle represents the correlation coefficient
r2, with bigger circles showing higher r2 values, on a nonlinear scale. The colours represent
the regression slope, with darker colours indicating steeper slopes and hence a strong increase
(red) or decrease (blue) in methane fluxes with increasing parameter value. The parameters
on the left influence the production or oxidation of methane and the parameters on the right the
transport pathways. The size and colour of the circles are schematic only, hence no scale bars
are given.
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Fig. 5. Modelled methane emissions compared to observations for seven sites. Model results
are plotted as 30-day running mean for the best-guess parameter values (black line) and as
histograms for each month covering the entire parameter space (blue shading). Observations
are plotted as daily values (black dots) and as monthly averages of daily values (red stars).
Note that the scale of y-axes varies between plots.
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Fig. 6. Methane emissions from the circumpolar region for the period 1961–1990 using the
CRU climatology CL 1.0 data to drive LPJ-WHyMe. (a) Mean daily methane emissions aver-
aged over the entire year and (b) total annual emissions per grid cell. To obtain emissions per
grid cell, the fluxes were weighted by the peatland area in each grid cell, by the Prigent scaling
factor of 0.38 to adjust for an overestimation of the area and by a scaling factor of 0.75 to ac-
count for lower CH4 emissions from drier sites (see Sect. 6.1 for explanation of these scaling
factors).
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