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Abstract

The ongoing, anthropogenically-driven changes to the global ocean are expected to have significant consequences for plankton ecosystems in the future. Because of the role that plankton play in the ocean's "biological pump", changes in abundance, distribution and productivity will likely have additional consequences for the wider carbon cycle. Just as in the terrestrial biosphere, marine ecosystems exhibit marked diversity in species and functional types of organisms. Predicting potential change in plankton ecosystems therefore requires the use of models that are suited to this diversity, but whose parameterisation also permits robust and realistic functional behaviour. In the past decade, advances in model sophistication have attempted to address diversity, but have been criticised for doing so inaccurately or ahead of a requisite understanding of underlying processes. Here we introduce MEDUSA (Model of Ecosystem Dynamics, nutrient Utilisation, Sequestration and Acidification), a new "intermediate complexity" plankton ecosystem model that expands on traditional nutrient-phytoplankton-zooplankton-detritus (NPZD) models, and remains amenable to global-scale evaluation. MEDUSA includes the biogeochemical cycles of nitrogen, silicon and iron, broadly structured into "small" and "large" plankton size classes, of which the "large" phytoplankton class is representative of a key phytoplankton group, the diatoms. A full description of MEDUSA's state variables, differential equations, functional forms and parameter values is included, with particular attention focused on the submodel describing the export of organic carbon from the surface to the deep ocean. MEDUSA is used here in a multi-decadal hindcast simulation, and its biogeochemical performance evaluated at the global scale.

1 Introduction

Marine biota play a key role in the cycling and sequestering carbon in the ocean via the so-called “biological pump” (Raven and Falkowski, 1999). Fuelled by nutrients upwelled from the deep, phytoplankton produce organic matter via photosynthesis in the sunlit
surface ocean. This is then processed by components of the marine ecosystem including grazing zooplankton, and a fraction exported back to depth via sinking detrital particles and dissolved organic matter. This biogenic flux of carbon into the deep ocean serves to elevate the ocean’s storage of carbon beyond that sequestered through physics and chemistry alone. While the large-scale role of biology can be studied from its effects on tracer distributions (e.g. Gruber et al., 1996), mathematical modelling provides an important means of investigating the dynamics of the biological pump and its response to changing climate.

For many years, nutrient-phytoplankton-zooplankton-detritus (NPZD) models were the mainstay of basin- and global-scale biogeochemical modelling studies (e.g. Sarmiento et al., 1993; Six and Maier-Reimer, 1996; Palmer and Totterdell, 2001). Today, aggregating the wide taxonomic and functional diversity of organisms in marine ecosystems into such an idealised model structure is generally considered too simplistic an approach. In the case of phytoplankton, for example, there are numerous different groups, so called plankton functional types (PFTs) such as diatoms, nitrogen fixers and coccolithophores, which undertake specific roles in marine biogeochemical cycles (Hood et al., 2006). A new generation of complex models that include multiple PFTs has accordingly been developed (e.g. Moore et al., 2004; Gregg et al., 2003; Le Quéré et al., 2005), yet complexity in models has associated difficulties including poorly understood ecology, lack of data for validation and sensitivity to the parameterisations involved (Anderson, 2005; Flynn, 2005). Additionally, on a practical level, the greater the complexity of an ecosystem model, the greater the computation burden involved in its simulation, and therefore the less attractive the model is for long duration simulations of, for instance, future climate change (e.g. Cox et al., 2000).

The challenge is to derive model structures and parameterisations that are robust in the sense that the modelled ecosystem reacts realistically with the physico-chemical environment, yet which are based on sound mechanistic principles that maintain accuracy in prediction (Anderson, 2010). Here, we present a new ecosystem model, MEDUSA, and show results for its performance when incorporated.
into a global ocean general circulation model (GCM). The MEDUSA model is of intermediate complexity, building beyond the standard NPZD formulations, but without elaborating to the number of state variables and parameters in contemporary PFT models. The plankton ecosystem is divided into “small” and “large” portions, into which different planktonic components are organised. The small portion primarily includes (prokaryotic) nanophytoplankton and microzooplankton (protists and larval metazoans), together with small detrital particles that sink relatively slowly and are explicitly represented. The large portion primarily includes (eukaryotic) diatom phytoplankton and mesozooplankton (adult metazoans), together with large detrital particles that are assumed to sink sufficiently quickly that implicit representation is required. The phytoplankton components of MEDUSA include explicit representations of internal chlorophyll quotas, in order that light acclimation is permitted. The resulting plankton ecosystem is founded on the biogeochemical cycle of nitrogen, although the cycles of silicon and the micronutrient iron are also included.

The layout of the manuscript is as follows. First, MEDUSA’s structure, differential equations, functional forms and parameterisation are fully described. Since MEDUSA has a particular focus on the biologically-driven sequestration of carbon in the deep ocean, the particulate flux submodels are described in detail. Next, MEDUSA is used in a standard control simulation for the period 1958 to 2005 (inclusive), and its performance assessed for the global ocean. This simulation makes use of a medium resolution instance of the Nucleus for European Modelling of the Ocean (NEMO) physical model (Madec, 2008) into which MEDUSA is embedded. Finally, the results of this simulation are discussed within the context of the need to move beyond NPZD models and to include additional factors associated with the biological carbon pump, such as ecosystem structure and multiple nutrient interaction.
2 MEDUSA

2.1 State variables

The model resolves 11 state variables distributed between the nitrogen (6), silicon (2) and iron (1) cycles. The remaining 2 state variables denote chlorophyll for each of the 2 phytoplankton classes. Nitrogen is the model’s primary currency. The biogeochemical cycling of major elements in marine systems often exhibits relatively constant stoichiometry in which the ratios of utilisation of inorganic carbon, nitrogen and phosphorus by phytoplankton are matched by corresponding ratios of remineralisation in the deep ocean (Redfield, 1934). This has been particularly convenient for modellers because the cycling of nutrients by the marine ecosystem can be converted to carbon by simply multiplying by the so-called “Redfield ratio”. Examples of this approach being used in GCMs include Six and Maier-Reimer (1996), Palmer and Totterdell (2001), Moore et al. (2004) and Le Quéré et al. (2005). We adopt the same approach here whereby the fluxes of carbon are calculated empirically from those of nitrogen without the need for explicit carbon tracers. Additional tracers for dissolved inorganic carbon (DIC) and alkalinity can be added for simulations that require a complete oceanic carbon cycle (e.g. for air-sea CO₂ fluxes). Figure 1 presents a diagrammatic representation of MEDUSA’s components and the relationships between them. The state variables are:

- \( P_n \) Non-diatom phytoplankton \( \text{mmol N m}^{-3} \)
- \( P_d \) Diatom phytoplankton \( \text{mmol N m}^{-3} \)
- \( \text{Chl}_{P_n} \) Chlorophyll in non-diatoms \( \text{mg chl m}^{-3} \)
- \( \text{Chl}_{P_d} \) Chlorophyll in diatoms \( \text{mg chl m}^{-3} \)
- \( P_{dSi} \) Diatom phytoplankton (silicon) \( \text{mmol Si m}^{-3} \)
- \( Z_u \) Microzooplankton \( \text{mmol N m}^{-3} \)
- \( Z_m \) Mesozooplankton \( \text{mmol N m}^{-3} \)
The model includes a number of notable features. First, MEDUSA includes a stoichiometric representation of the trophic transfer of carbon and nitrogen during feeding by zooplankton, based on the C:N ratios in predator and prey, and derived from the model of Anderson and Hessen (1995) (based on the implementation in Anderson and Pondaven, 2003). Second, MEDUSA adds an explicit diatom silicon state variable ($Pd_{Si}$) to allow diatom cells to have a dynamic Si:N ratio, based on the model of Mongin et al. (2006). Third, MEDUSA includes both slow- and fast-sinking detrital pathways to represent the transport of particulate organic carbon in the ocean interior. The former is represented explicitly with a defined sinking rate, while the latter implicitly represents large particles that sink too quickly to be properly resolved within model time-stepping. The modifications adopted here for fast-sinking detritus are based on the ballast model of Armstrong et al. (2002), with the specific implementation derived largely from Dunne et al. (2007). Finally, MEDUSA adds an iron cycle submodel and explicit iron state variable (F) to permit regional phytoplankton limitation by this important micronutrient. As remarked upon by Galbraith et al. (2010), iron submodels are still rudimentary, and there is significant uncertainty concerning the detail of the ocean’s iron cycle. Consequently, here we adopt the relatively simple iron submodel of Parekh et al. (2005) (based on the implementation in Dutkiewicz et al., 2005). In this, model iron is linked in a single fixed ratio to nitrogen throughout the ecosystem, but it also experiences processes that add (aeolian deposition) and remove (scavenging) it from the water column.

A key intention in this choice of framework is that MEDUSA separately represents populations of small phytoplankton that are strongly controlled by fast-growing microzooplankton, and those of large phytoplankton that are more weakly controlled...
by slower-growing mesozooplankton. Since diatoms form a key component of larger phytoplankton (Mann, 1999), MEDUSA assumes that they are synonymous with modelled “large phytoplankton”. This assumption simplifies the real world situation in which even diatom species span a range of cell sizes (Furnas, 1990). Further assumptions concerning MEDUSA’s phytoplankton include faster growth and better nutrient uptake kinetics of the small phytoplankton (Furnas, 1990), and similar size-linked growth patterns in zooplankton (Baird and Suthers, 2007).

### 2.2 Differential equations

The following equations describe the tendency terms operating on the biogeochemical state variables in the model. Abbreviations used are: “PP” for primary production; “μzoo” for microzooplankton; “mzoo” for mesozooplankton; “non-lin” for non-linear; “remin” for remineralisation. Functions and parameters are defined in Sects. 2.3 and 2.4.

\[
\frac{\partial P_n}{\partial t} = + \left[ PP_{Pn} \cdot Pn \right] - \left[ G_{Pn} \right] - \left[ Gm_{Pn} \right] - \left[ M1_{Pn} \right] - \left[ M2_{Pn} \right] \tag{1}
\]

\[
\frac{\partial P_d}{\partial t} = + \left[ PP_{Pd} \cdot Pd \right] - \left[ Gm_{Pd} \right] - \left[ M1_{Pd} \right] - \left[ M2_{Pd} \right] \tag{2}
\]

\[
\frac{\partial Chl_{Pn}}{\partial t} = \left( + \left[ R_{Pn} \cdot PP_{Pn} \cdot Pn \right] - \left[ G_{Pn} \right] - \left[ Gm_{Pn} \right] - \left[ M1_{Pn} \right] - \left[ M2_{Pn} \right] \right) \cdot \theta_{Chl_{Pn}} \cdot \xi^{-1} \tag{3}
\]

\[
\frac{\partial Chl_{Pd}}{\partial t} = \left( + \left[ R_{Pd} \cdot PP_{Pd} \cdot Pd \right] - \left[ Gm_{Pd} \right] - \left[ M1_{Pd} \right] - \left[ M2_{Pd} \right] \right) \cdot \theta_{Chl_{Pd}} \cdot \xi^{-1} \tag{4}
\]
\[ \frac{\partial P_{d\text{Si}}}{\partial t} = + \left[ PP_{P_{d\text{Si}}} \cdot P_{d\text{Si}} \right] - \left[ Gm_{P_{d\text{Si}}} \right] - \left[ M_{1P_{d\text{Si}}} \right] - \left[ M_{2P_{d\text{Si}}} \right] - \left[ DS_{P_{d\text{Si}}} \right] \]

\text{diatom PP} \hspace{1cm} \text{mzoo graze} \hspace{1cm} \text{linear losses} \hspace{1cm} \text{non–lin losses} \hspace{1cm} \text{dissolution} \hspace{1cm} (5)

\[ \frac{\partial Z_{\mu}}{\partial t} = + \left[ F_{Z_{\mu}} \right] - \left[ Gm_{Z_{\mu}} \right] - \left[ M_{1Z_{\mu}} \right] - \left[ M_{2Z_{\mu}} \right] \]

\text{all grazing} \hspace{1cm} \text{mzoo graze} \hspace{1cm} \text{linear losses} \hspace{1cm} \text{non–lin losses} \hspace{1cm} (6)

\[ \frac{\partial Z_{m}}{\partial t} = + \left[ F_{Z_{m}} \right] - \left[ M_{1Z_{m}} \right] - \left[ M_{2Z_{m}} \right] \]

\text{all grazing} \hspace{1cm} \text{linear losses} \hspace{1cm} \text{non–lin losses} \hspace{1cm} (7)

\[ \frac{\partial D}{\partial t} = + \left[ M_{2P_{n}} \right] + \left[ (1 - D_{1\text{frac}}) \cdot M_{2P_{d}} \right] + \left[ M_{2Z_{\mu}} \right] + \left[ (1 - D_{2\text{frac}}) \cdot M_{2Z_{m}} \right] \]

\text{non–diatom losses} \hspace{1cm} \text{diatom losses} \hspace{1cm} \text{mzoo losses} \hspace{1cm} \text{mzoo losses} \hspace{1cm} (8)

\[ \frac{\partial N}{\partial t} = - \left[ PP_{P_{n}} \cdot P_{n} \right] - \left[ PP_{P_{d}} \cdot P_{d} \right] + \left[ \phi \cdot (Gm_{P_{n}} + Gm_{P_{d}}) \right] \]

\text{non–diatom PP} \hspace{1cm} \text{diatom PP} \hspace{1cm} \text{mzoo messy feeding} \hspace{1cm} (9)

\[ \frac{\partial S}{\partial t} = - \left[ PP_{P_{d\text{Si}}} \cdot P_{d\text{Si}} \right] + \left[ M_{1P_{d\text{Si}}} \right] + \left[ (1 - D_{1\text{frac}}) \cdot M_{2P_{d\text{Si}}} \right] + \left[ DS_{P_{d\text{Si}}} \right] \]

\text{diatom PP} \hspace{1cm} \text{linear losses} \hspace{1cm} \text{non–lin. losses} \hspace{1cm} \text{dissolution} \hspace{1cm} (8)
These differential equations are applied to the biogeochemical state variables within every ocean grid cell in the physical model, regardless of horizontal or vertical position. This parallels the implementation of ecosystem models in some general circulation models (e.g. Yool et al., 2010), but is different from other studies in which different equations are applied at different depths, typically to separate the photic and aphotic zones (e.g. Popova et al., 2006).

### 2.3 Interaction functional forms

The following series of equations expand on the tendency terms described in the differential equations. Parameter definitions and values are described in Sect. 2.4.

#### 2.3.1 Non–diatom limitation and growth

The chlorophyll and light-limited growth terms for non-diatom phytoplankton are derived from those in Taylor et al. (1997) and Fasham et al. (1990), and based on their implementation in Popova et al., 2006. As per Eppley (1972), maximum phytoplankton growth rate is a simple exponential function of temperature. Nutrient limitation is factored in through standard Michaelis-Menten terms.

\[
\theta_{\text{Chl}}_{\text{Pn}} = \frac{\text{Chl}_{\text{Pn}} \cdot \xi}{\text{Pn}} \quad (12)
\]

\[
\hat{\alpha}_{\text{Pn}} = \alpha_{\text{Pn}} \cdot \theta_{\text{Chl}}_{\text{Pn}} \quad (13)
\]
\( \theta_{\text{Pn}}^{\text{Chl}} \) is the scaled chlorophyll to biomass ratio, while \( \alpha_{\text{Pn}} \) scales the initial slope of the photosynthesis-irradiance (P-I) curve, \( \alpha_{\text{Pn}} \), by this ratio so that phytoplankton with a high chlorophyll content have an elevated response to irradiance.

\[
V_{\text{Pn}}^T = V_{\text{Pn}} \cdot 1.066^T
\]

(14)

This term calculates maximum phytoplankton growth rate as an exponential function of temperature and base growth rate at 0\(^\circ\)C.

\[
J_{\text{Pn}} = \frac{V_{\text{Pn}}^T \cdot \hat{\alpha}_{\text{Pn}}^2 \cdot l^2}{(V_{\text{Pn}}^T + \hat{\alpha}_{\text{Pn}}^2 \cdot l^2)^{1/2}}
\]

(15)

Given the (chlorophyll-related) initial slope of the P-I curve and (temperature-related) maximum phytoplankton growth rate, this function calculates realised growth rate given local irradiance, \( l \).

\[
Q_{N,\text{Pn}} = \frac{N}{k_{N,\text{Pn}} + N}
\]

(16)

\[
Q_{Fe,\text{Pn}} = \frac{F}{k_{Fe,\text{Pn}} + F}
\]

(17)

Nutrient limitation of phytoplankton growth is specified here via standard, hyperbolic Michaelis-Menten terms that use ambient nutrient concentrations and parameters for the concentration at which phytoplankton growth is half its theoretical maximum.

\[
PP_{\text{Pn}} = J_{\text{Pn}} \cdot Q_{N,\text{Pn}} \cdot Q_{Fe,\text{Pn}}
\]

(18)

Light- and nutrient-limitation factors are brought together in a multiplicative term that determines nutrient uptake and, via Redfield coupling, primary production.
2.3.2 Diatom limitation and growth

Diatom phytoplankton growth terms are derived from the same sources as those of non-diatom phytoplankton. However, diatom growth is additionally coupled to the silicon cycle, and the submodel of silicon uptake and diatom growth from Mongin et al. (2006) has been adopted to represent these processes. This places contraints on growth and nutrient uptake based upon the Si:N ratio of the modelled diatom cells.

\[
\theta_{\text{Pd}}^{\text{Chl}} = \frac{\text{Chl}_{\text{Pd}} \cdot \xi}{\text{Pd}} \\
\hat{\alpha}_{\text{Pd}} = \alpha_{\text{Pd}} \cdot \theta_{\text{Pd}}^{\text{Chl}} \\
V_{\text{Pd}}^T = V_{\text{Pd}} \cdot 1.066^T \\
J_{\text{Pd}} = \frac{V_{\text{Pd}}^T \cdot \hat{\alpha}_{\text{Pd}}^2 \cdot J^2}{(V_{\text{Pd}}^T + \hat{\alpha}_{\text{Pd}}^2 \cdot J^2)^{1/2}} \\
Q_{N,\text{Pd}} = \frac{N}{k_{N,\text{Pd}} + N} \\
Q_{\text{Si}} = \frac{S}{k_S + S} \\
Q_{\text{Fe, Pd}} = \frac{F}{k_{\text{Fe, Pd}} + F}
\]
As noted above, the growth of diatom phytoplankton is additionally limited by the availability of the macronutrient silicic acid.

\[
R_{\text{Si:N}} = \frac{Pd_{\text{Si}}}{Pd} \quad (26)
\]

\[
R_{\text{N:Si}} = \frac{Pd}{Pd_{\text{Si}}} \quad (27)
\]

Silicon is largely used by diatom phytoplankton in the construction of their cell walls, or frustules, which can vary significantly in their ornamentation (e.g. spines, girdle bands; Martin-Jézéquel et al., 2000). As a result, diatoms have a degree of plasticity in their requirement for silicon, necessitating a separate state variable, and centred around the resulting stoichiometric ratios, \(R_{\text{Si:N}}\) and \(R_{\text{N:Si}}\).

\[
\text{if } R_{\text{Si:N}} \leq R_{\text{Si:N}}^0 \quad \text{then, } PP_{\text{Pd}} = 0 \quad (28)
\]

\[
\text{else if } R_{\text{Si:N}}^0 < R_{\text{Si:N}} < (3 \cdot R_{\text{Si:N}}^0) \quad \text{then, } PP_{\text{Pd}} = (J_{\text{Pd}} \cdot Q_{\text{N, Pd}} \cdot Q_{\text{Fe, Pd}}) \cdot \left( U_\infty \cdot \frac{R_{\text{Si:N}} - R_{\text{Si:N}}^0}{R_{\text{Si:N}}} \right) \quad (29)
\]

\[
\text{else if } R_{\text{Si:N}} \geq (3 \cdot R_{\text{Si:N}}^0) \quad \text{then, } PP_{\text{Pd}} = (J_{\text{Pd}} \cdot Q_{\text{N, Pd}} \cdot Q_{\text{Fe, Pd}}) \quad (30)
\]

Here, the uptake of nitrogen (and iron) by diatom cells, \(PP_{\text{Pd}}\), is governed by the \(\text{Si:N}\) ratio. If this falls below a critical value, \(R_{\text{Si:N}}^0\), diatom cells cannot complete their cell division cycle and growth stops Martin-Jézéquel et al. (2000). Above this minimum ratio growth is scaled by a factor of the \(\text{Si:N}\) ratio, and above 3 times this ratio, growth is unimpeded by silicon dynamics.

\[
\text{if } R_{\text{Si:N}} < (3 \cdot R_{\text{Si:N}}^0)^{-1} \quad \text{then, } PP_{\text{Pd}} = (J_{\text{Pd}} \cdot Q_{\text{Si}}) \quad (31)
\]

\[
\text{else if } (3 \cdot R_{\text{Si:N}}^0)^{-1} \leq R_{\text{Si:N}} < (R_{\text{Si:N}}^0)^{-1} \quad \text{then, } PP_{\text{Pd}} = (J_{\text{Pd}} \cdot Q_{\text{Si}}) \cdot \left( U_\infty \cdot \frac{R_{\text{N:Si}} - R_{\text{N:Si}}^0}{R_{\text{N:Si}}} \right) \quad (32)
\]

\[
\text{else if } R_{\text{Si:N}} \geq (R_{\text{Si:N}}^0)^{-1} \quad \text{then, } PP_{\text{Pd}} = 0 \quad (33)
\]

1950
Here, silicon uptake, $PP_{Pd}$, occurs at the maximum rate permitted by light and silicon availability whenever the Si:N ratio is below a critical threshold, $(3 \cdot R_{Si:N}^0)^{-1}$. Above this ratio, silicon uptake is linearly decreased to another threshold value, $(R_{Si:N}^0)^{-1}$, above which no silicon is taken up by diatom cells.

### 2.3.3 Chlorophyll growth scaling factors

Both phytoplankton groups have separate chlorophyll state variables in addition to those of nitrogen biomass. This allows the modelled phytoplankton to dynamically alter their chlorophyll content under different light regimes. The following terms for this processes are taken from Taylor et al. (1997).

\[
R_{Pn} = \frac{\theta_{Chl}^{max}\cdot PP_{Pn}}{\hat{a}_{Pn}\cdot I}
\]

\[
R_{Pd} = \frac{\theta_{Chl}^{max}\cdot PP_{Pd}}{\hat{a}_{Pd}\cdot I}
\]

### 2.3.4 Microzooplankton grazing

Microzooplankton graze on smaller non-diatom phytoplankton and on particles of slow-sinking detritus. The ingestion function that balances the availability of these prey items with the preference microzooplankton have for them is drawn from the classic model of Fasham et al. (1990).

\[
G_{\mu X} = \frac{g_{\mu} \cdot p_{\mu X} \cdot X^2 \cdot Z_{\mu}}{k_{\mu}^2 + p_{\mu 1} \cdot Pn^2 + p_{\mu 2} \cdot D^2}
\]
The above term is repeated for each separate prey item consumed by microzooplankton. The term is based around a sigmoid function in which the “substrate” is composed of the sum of the prey items scaled by the preference that microzooplankton have for them. It is assumed here that microzooplankton prefer non-diatom phytoplankton over detritus since they represent a higher quality food item.

\[
\begin{align*}
IN_{Z\mu} &= (1 - \phi) \cdot (G_{\mu Pn} + G_{\mu D}) \\
IC_{Z\mu} &= (1 - \phi) \cdot (\theta_{Pn} \cdot G_{\mu Pn} + \theta_{D} \cdot G_{\mu D})
\end{align*}
\]

(38)  
(39)

Here, the separate quantities of nitrogen, \(IN_{Z\mu}\), and carbon, \(IC_{Z\mu}\), ingested by microzooplankton are summed, and the resulting C:N ratio calculated, \(\theta_{F\mu}\).

\[
\theta_{F\mu} = \frac{IC_{Z\mu}}{IN_{Z\mu}}
\]

(40)

Since grazed material may have a different C:N ratio than that required for microzooplankton growth, the assimilation and metabolism submodel of Anderson and Pondaven (2003) is incorporated here to balance growth, excretion and respiration. The C:N ratio of ingested food calculated above is then compared to the ideal ratio preferred by microzooplankton, \(\theta_{F\mu}^*\).

\[
\theta_{F\mu}^* = \frac{\beta_N \cdot \theta_{Z\mu}}{\beta_C \cdot k_C}
\]

(41)

Either C or N limits production depending on whether \(\theta_{F\mu}\) is greater or lower than \(\theta_{F\mu}^*\), with any excess carbon resired, and any excess nitrogen excreted. Growth, \(F_{Z\mu}\), respiration, \(R_{Z\mu}\), and excretion, \(E_{Z\mu}\), are calculated as follows.

\[
\text{if } \theta_{F\mu} > \theta_{F\mu}^* \text{ then N is limiting and } ...
\]

\[
F_{Z\mu} = \beta_N \cdot IN_{Z\mu}
\]

(42)
\[ E_{Z\mu} = 0 \]  

\[ R_{Z\mu} = \left( \beta_C \cdot lC_{Z\mu} \right) - \left( \theta_{Z\mu} \cdot F_{Z\mu} \right) \]  

else if \( \theta_{F\mu} < \theta_{F\mu}^* \) then C is limiting and ...  

\[ F_{Z\mu} = \frac{\beta_C \cdot k_C \cdot lC_{Z\mu}}{\theta_{Z\mu}} \]  

\[ E_{Z\mu} = lC_{Z\mu} \cdot \left( \frac{\beta_N}{\theta_{F\mu}} - \frac{\beta_C \cdot k_C}{\theta_{Z\mu}} \right) \]  

\[ R_{Z\mu} = \left( \beta_C \cdot lC_{Z\mu} \right) - \left( \theta_{Z\mu} \cdot F_{Z\mu} \right) \]

### 2.3.5 Mesozooplankton grazing

Mesozooplankton grazing follows that of microzooplankton with the exception that mesozooplankton have a broader range of prey items.

\[ Gm_X = \frac{g_m \cdot \rho_{mX} \cdot X^2 \cdot Zm}{k_m^2 + F_m} \]  

where \( X \) is \( Pn \), \( Pd \), \( Z\mu \) or \( D \).

\[ F_m = \left( p_m1 \cdot Pn^2 \right) + \left( p_m2 \cdot Pd^2 \right) + \left( p_m3 \cdot Z\mu^2 \right) + \left( p_m4 \cdot D^2 \right) \]

\[ Gm_{PDsi} = R_{Si} \cdot Gm_{PD} \]

\[ I_N_{Zm} = (1 - \phi) \cdot \left( Gm_{PD} + Gm_{PN} + Gm_{Z\mu} + Gm_{PD} \right) \]

\[ I_C_{Zm} = (1 - \phi) \cdot \left( \left( \theta_{PD} \cdot Gm_{PD} \right) + \left( \theta_{PN} \cdot Gm_{PN} \right) + \left( \theta_{Z\mu} \cdot Gm_{Z\mu} \right) + \left( \theta_{D} \cdot Gm_{D} \right) \right) \]
\[ \theta_{Fm} = \frac{IC_{Zm}}{IN_{Zm}} \]  

\[ \theta_{Fm}^* = \frac{\beta_N \cdot \theta_{Zm}}{\beta_C \cdot k_C} \]  

if \( \theta_{Fm} > \theta_{Fm}^* \) then \( N \) is limiting and ...,  

\[ F_{Zm} = \beta_N \cdot IN_{Zm} \]  

\[ E_{Zm} = 0 \]  

\[ R_{Zm} = (\beta_C \cdot IC_{Zm}) - (\theta_{Zm} \cdot F_{Zm}) \]  

else if \( \theta_{Fm} < \theta_{Fm}^* \) then \( C \) is limiting and ...,  

\[ F_{Zm} = \frac{\beta_C \cdot k_C \cdot IC_{Zm}}{\theta_{Zm}} \]  

\[ E_{Zm} = IC_{Zm} \cdot \left( \frac{\beta_N}{\theta_{Fm}} - \frac{\beta_C \cdot k_C}{\theta_{Zm}} \right) \]  

\[ R_{Zm} = (\beta_C \cdot IC_{Zm}) - (\theta_{Zm} \cdot F_{Zm}) \]  

### 2.3.6 Plankton loss terms

In addition to losses to grazing, all four living components of the plankton model incur smaller, secondary losses to other processes.

\[ M_{1Pn} = \mu_{1,Pn} \cdot Pn \]  

\[ M_{1Pd} = \mu_{1,Pd} \cdot Pd \]  

\[ M_{1Pdsi} = R_{Si} \cdot M_{1Pd} \]
The above functions are density-independent loss terms for processes such as metabolism that occur without reference to abundance.

The above functions are density-dependent loss terms for processes such as disease (e.g. viruses) and implicit grazing by higher trophic levels that occur at greater rates when plankton are more abundant. Here, density-dependent losses are represented using a hyperbolic function of plankton concentration.

2.3.7 Miscellaneous losses

Since silicic acid is at undersaturated concentrations throughout the modern ocean (Yool and Tyrrell, 2003), the silicon component of diatom phytoplankton is additionally vulnerable to dissolution. This is represented here by a simple linear loss rate, per Mongin et al. (2006). Remineralisation of slow-sinking detrital particles is represented by a similar loss rate, per Fasham et al. (1990).

$$DS_{Pd_{si}} = Diss \cdot Pd_{Si}$$  (71)
2.3.8 Iron supply and removal

Following the submodel of Dutkiewicz et al. (2005), iron is added to the ocean by aeolian deposition of iron-carrying dust at the surface, and removed throughout by scavenging.

\[
\text{Iron supply and removal}
\]

\[
M_D = \mu_D \cdot D \tag{72}
\]

**Scavenging occurs at a fixed linear rate,** \( k_{\text{scav}} \), throughout the full volume of the ocean, but is assumed to only remove “free” iron, \( F_{\text{free}} \).

\[
F_{\text{scavenge}} = k_{\text{scav}} \cdot F_{\text{free}} \tag{74}
\]

**Figure 2** shows a map of annual average iron deposition, and *MEDUSA*’s total iron addition (2.6 Gmol y\(^{-1}\)) is approximately the same as that of Dutkiewicz et al. (2005).

\[
F_{\text{atmos}} = \text{spatially variable rate} \tag{73}
\]

**MEDUSA**’s iron state variable, \( F \), represents total iron, and this is assumed to occur in two fractions: “free,” \( F_{\text{free}} \); and that bound to organic ligands, \( F_{\text{ligand}} \) Gledhill and van den Berg (1994). In the ocean, it is estimated that more than 97% of total iron is complexed with ligands Boye et al. (2003).

\[
F_{\text{ligand}} = L_{\text{total}} - L_{\text{free}} \tag{76}
\]

\[
L_{\text{free}} = 0.5 \cdot \frac{(F_1 + \sqrt{F_2})}{k_{\text{FeL}}} \tag{77}
\]

\[
F_1 = k_{\text{FeL}} \cdot (L_{\text{total}} - F) - 1 \tag{78}
\]

\[
F_2 = \text{max} \left( F_1^2 + (4 \cdot k_{\text{FeL}} \cdot L_{\text{total}}), 0 \right) \tag{79}
\]
The complexation reactions between iron species and ligands occur rapidly, and it is assumed here that they reach equilibrium in a shorter period than model time-step Rose and Waite (2003). In the equations above, \( L_{\text{total}} \) is the total ligand concentration of seawater, and is assumed to be globally constant; \( k_{\text{FeL}} \) is the ligand binding strength. Given these equations and parameters, Fig. 2 shows a diagram of the resulting partition between “free” and bound iron over a range of total iron concentration.

### 2.3.9 Fast detritus remineralisation terms

The differential equations above include terms for the remineralisation of fast-sinking detrital material. The corresponding terms for the generation of fast–sinking detritus are as follows.

\[
T_N = \int_{k=1}^{k=64} (D1_{\text{frac}} \cdot M2_{pd})
\]

\[
T_{Si} = \int_{k=1}^{k=64} (D1_{\text{frac}} \cdot M2_{PdSi})
\]

The full fast-sinking detritus submodel is described in a later section.

### 2.4 Parameter values

The Tables 1–4 list model parameters, a brief description of each, and their respective values and units. For ease of use, the ordering of parameters reflects their appearance in the namelist.trc.sms file in which they are specified (see Appendix A and accompanying model code).

In addition to the parameters above, MEDUSA includes a number of control parameters that allow the model to switch between different functional forms for a small number of processes. These appear in namelist.trc.sms and are listed in Table 5.

The parameters associated with the fast–sinking detritus submodel are described in a later section.
3 Detritus

Sinking detrital material occurs in MEDUSA in two forms that represent particles of different size and which are modelled in distinct ways.

- Small particles are assumed to sink slowly relative to the model timestep, and their elemental concentration is modelled explicitly as a state variable (detrital nitrogen, D).

- Large particles are assumed to sink quickly relative to the model timestep, and their elemental concentration is implicitly remineralised down the water column (nitrogen, carbon, silicon).

Iron cycle changes associated with the remineralisation of both classes of sinking detrital material are assumed to occur in a strict Redfieldian relationship with those of nitrogen, so neither class includes an explicit consideration of iron concentrations.

3.1 Small particles

Small particles sink down the water column at a prescribed rate and are remineralised to utilisable nutrients at a rate dependent on ambient temperature. This takes the form of $Q_{10}$-type relationships for the implicitly modelled remineralisation processes (i.e. heterotrophic bacteria are not explicitly modelled), and allows faster recycling of detritus in warm tropical waters to support the microbial loop (Pomeroy, 1974). Small particles are also be consumed by both micro- and mesozooplankton which accelerates the return of nitrogen and iron to utilisable forms.

$$\frac{\partial D}{\partial t} = \ldots - [M_D]_{\text{remin}} - \left[w_g \cdot \frac{\partial D}{\partial z}\right]_{\text{sinking}}$$ (82)
3.2 Large particles

Large particles of detritus can have sinking velocities that cannot be resolved given the time and space scales of the physical models in which ecosystem models are commonly embedded. To resolve this here, large detritus is handled in an implicit fashion. The total quantity of large detritus produced during each timestep is integrated vertically and then instantaneously redistributed and remineralised down the water column. As well as sidestepping issues related to the Courant-Friedrichs-Lewy (CFL) condition, this removes the need for additional (and computationally costly) model tracers. The redistribution and remineralisation of large detrital particles uses a variant of the ballast model of Armstrong et al. (2002). This model divides sinking material into organic and mineral components and assumes that a fraction of the organic material is “protected” from degradation by the mineral material. A full description is given in Sect. 3.2.2.

3.2.1 Total sinking flux

In the case of the nitrogen and silicon cycles, the following terms denote the integrated quantities of these elements.

\[
T_N = \int_{k=1}^{k=64} (D_{1_{\text{frac}}} \cdot M_{2_{Pd}}) \tag{83}
\]

\[
T_{Si} = \int_{k=1}^{k=64} \left( D_{1_{\text{frac}}} \cdot M_{2_{Pd_{Si}}} \right) + \left( D_{2_{\text{frac}}} \cdot G_{m_{Pd_{Si}}} \right) \tag{84}
\]

Large nitrogenous detritus is derived from fractions of the losses of diatoms and mesozooplankton, \( D_{1_{\text{frac}}} \) and \( D_{2_{\text{frac}}} \) respectively. Since diatom cells are smaller than the mesozooplankton that graze them, \( D_{1_{\text{frac}}} \) is assigned a smaller value than \( D_{2_{\text{frac}}} \) so that a fraction of diatom losses is channelled to small detritus.
Fast detrital silicon is similarly derived from loss processes though, since biogenic silica produced by diatoms is not utilised by zooplankton, one of the sources in MEDUSA is the egested remains of diatom cells rather than mesozooplankton mortality. Parameters D1_{frac} and D2_{frac} are again utilised to control the distribution of losses to fast detritus, though biogenic silicon that is not channelled to fast detritus is returned as dissolved silicic acid since there is no silicon component to small detritus.

As it is not explicitly simulated in the current version of MEDUSA, organic carbon is implicitly associated with the sources of large detritus, and is calculated as follows.

\[ T_C = \sum_{k=1}^{k=64} (\theta_{Pd} \cdot D1_{frac} \cdot M2_{Pd}) + (\theta_{Zm} \cdot D2_{frac} \cdot M2_{Zm}) \]  

(85)

A quantitatively important component of sinking particles in the ocean (and one which frames the so-called ballast hypothesis; Armstrong et al., 2002) is the biomineral calcium carbonate (CaCO_3). This is used in the shells of certain types of both phytoplankton and zooplankton, but the factors controlling its production are not fully understood (cf. Hood et al., 2006). Since the current version of MEDUSA does not include a complete representation of the carbon cycle, and completely omits ocean alkalinity, calcium carbonate production is modelled as a simple function of organic carbon production (i.e. separate from the processes which contribute organic carbon to fast sinking detritus).

\[ T_{CaCO_3} = fc(\text{latitude}) \cdot ( (PP_{Pn} \cdot Pn) + (PP_{Pd} \cdot Pd)) \]  

(86)

Where fc(latitude) is a simple function that relates calcium carbonate production to latitude. Reviewing this relationship, Dunne et al. (2007) found that, on a molar basis, this is approximately 0.09 to 0.10 at the equator, and 0.04 at high latitudes, and that it is systematically lower in the North Atlantic (0.02) than the North Pacific (0.06).

As an aside, another unmodelled component of sinking material is lithogenic material such as wind-borne dust that is picked up from the land and settles into the ocean from the atmosphere. Similarly to the biominerals calcium carbonate and biogenic silicon,
this is proposed to affect export production in the ballast hypothesis (Armstrong et al., 2002). Although the iron component of dust is already included in MEDUSA to affect phytoplankton growth, at this point the role of dust in export production is not as yet included.

3.2.2 Ballast model

As noted above, one interpretation concerning the sinking flux of material in the ocean is the ballast hypothesis of Armstrong et al. (2002). This posits that a fraction of the sinking organic material is quantitatively associated with sinking inorganic material (calcium carbonate, biogenic silicon, lithogenic material), and that this provides “protection” for the organic matter, allowing it to penetrate deeper into the water column than might be expected from remineralisation rates. Armstrong et al. (2002) originally treated the hypothesis in rather theoretical terms, but it was subsequently parameterised by Klaas and Archer (2002) in a study that synthesised a global dataset of sediment trap measurements. This latter study has subsequently been used as the basis for other work, and its implementation within the model of Dunne et al. (2007) is that adopted here.

Given the total fluxes of organic carbon and ballast minerals in the large detritus class, the ballast model first calculates the fraction of organic carbon that is “protected” by the minerals. The remainder, known as “excess” (and initially the majority), is subject to remineralisation, typically in an exponential manner similar to that proposed by Martin et al. (1987). Since the minerals themselves are subject to dissolution as the particle flux descends through the water column, the amount of organic carbon that can be “protected” also falls, although this occurs at a considerably slower rate than that at which the “excess” is remineralised. As a result, implementing the ballast scheme is done level-by-level down the modelled water column to account for the gradual differential attenuation of the components of the sinking flux.
The fluxes of sinking biogenic silica, \( \text{LD}_{\text{Si}} \), and calcium carbonate, \( \text{LD}_{\text{CaCO}_3} \), attenuate with depth irrespective of organic carbon.

\[
\text{LD}_{\text{Si}}(z) = T_{\text{Si}} \cdot \exp\left(-\frac{z}{d_{\text{Si}}}\right)
\]

\[
\text{LD}_{\text{CaCO}_3}(z) = T_{\text{CaCO}_3} \cdot \exp\left(-\frac{z}{d_{\text{CaCO}_3}}\right)
\]

The fate of organic carbon (and nitrogen and iron; assumed here to remineralise with the same length scale as carbon) must be calculated instead for each level. Total sinking organic carbon, \( \text{LC} \), is divided into that protected by ballast, \( \text{LC}_{\text{bSi}} \) and \( \text{LC}_{\text{bCaCO}_3} \), and “excess” carbon that is available for remineralisation, \( \text{LC}_e \).

\[
\text{LC}_{\text{bSi}}(z) = \text{LD}_{\text{Si}}(z) \cdot \frac{M_{\text{Si}}}{M_{\text{org}}} \cdot f_{\text{Si}}
\]

\[
\text{LC}_{\text{bCaCO}_3}(z) = \text{LD}_{\text{CaCO}_3}(z) \cdot \frac{M_{\text{CaCO}_3}}{M_{\text{org}}} \cdot f_{\text{CaCO}_3}
\]

\[
\text{LC}_e(z) = \text{LC}(z) - \text{LC}_{\text{bSi}}(z) - \text{LC}_{\text{bCa}}(z)
\]

Where \( M_{\text{Si}} \) and \( M_{\text{CaCO}_3} \) convert molar silicon and calcium carbonate ballast into mass equivalents that can then be used with mass-based organic carbon protection ratios \( f_{\text{Si}} \) and \( f_{\text{CaCO}_3} \). The “excess” fraction is attenuated in a similar fashion to the ballast, but with a shorter length scale and the requirement that it is recalculated in each model level to include formerly protected organic carbon that is now (through mineral dissolution) available to the “excess” pool.

Figure 3 shows idealised results from this model, and in the left panel compares these to the classic empirical model derived by Martin et al. (1987):

\[
F_C(z) = F_C(100) \cdot \left(\frac{Z}{100}\right)^{-0.858}
\]
In the upper 300 m of the water column, both models show similar fractional declines in sinking organic carbon, with approximately 40% of the 100 m flux surviving to this depth. Generally, the Dunne et al. (2007) model exhibits greater remineralisation, such that by 1000 m it estimates an organic carbon sinking flux less than one third of that of Martin et al. (1987). The right panel shows the decline of the biominerals with depth. Because of a longer dissolution length scale, a greater proportion of calcium carbonate reaches the seafloor than that of biogenic silicon (relative to the fluxes at 100 m). Also, while silicic acid is present at undersaturated concentrations throughout the water column and so biogenic silicon dissolves at all depths, calcium carbonate is saturated in shallower waters and only dissolves when it becomes undersaturated at greater depths. The saturation horizon used in Fig. 3 is 2700 m, the global average depth calculated from World Ocean Atlas and GLODAP sources, and the ballasting fraction of calcium carbonate only begins to attenuate below this depth. Figure 4 shows the global distribution of this saturation horizon. The geographical pattern occurs because deep water masses gradually accumulate DIC as they transit along the ocean’s thermohaline circulation. This material is provided by the biological pump, and its influence gradually shifts the balance of DIC speciation in seawater towards lower carbonate ion (CO$_3^{2-}$) concentrations. “Young”, recently ventilated waters, such as those in the North Atlantic, have accumulated the least material, and CO$_3^{2-}$ concentrations are supersaturated for most of the water column. By contrast, “old” waters that have been isolated from the atmosphere for centuries or more, such as those in the North Pacific, have accumulated the most material, and CO$_3^{2-}$ concentrations are largely undersaturated.

The parameters used in this implementation of the Dunne et al. (2007) model are listed in Table 6.

**3.2.3 Alternative models**

Although the ballast model has been selected for use here, it is only one of a number of competing models that describe the attenuation of sinking particulate organic material in the ocean, and there is still considerable observational uncertainty concerning export
production (e.g. Buesseler et al., 2007). Alternative models include variants of the original Martin et al. (1987) formulation (e.g. Parekh et al., 2005), models that consider the size spectra of sinking material (e.g. Kriest and Evans, 1999), and those that explicitly include the aggregation of sinking particles (e.g. Burd and Jackson, 2009). Furthermore, the particular parameterisation of the ballast model employed here is also only one among a number of subtly different variants. Alternatives include those of Moore et al. (2004) and Oka et al. (2008).

However, at the present time there is still considerable uncertainty surrounding water column remineralisation (e.g. Buesseler et al., 2007), and the most appropriate choice of export production model is unclear. To this end, the ballast model has been favoured for MEDUSA largely because of its relative simplicity, and because of its intrinsic connection with the silicon cycle.

4 Default simulation

The following section describes a simulation and evaluation of MEDUSA using the default equations, functional forms and parameter values described previously.

4.1 Physical model

The underlying physical model used in this simulation is version 3.2 of NEMO (Madec, 2008). This is comprised of an ocean general circulation model, OPA9 (Madec et al., 1998; Madec, 2008), coupled with a sea-ice model, Louvain-la-Neuve Ice Model version 2 (LIM2; Timmermann et al., 2005). This physical framework is configured at approximately $1^\circ \times 1^\circ$ horizontal resolution (292 × 362 grid points), with a focusing of resolution around the equator to improve the representation of equatorial upwelling. Vertical space is divided into 64 levels, which increase in thickness with depth, from approximately 6 m at the surface to 250 m at 6000m. To improve the representation of deep water circulation, partial level thicknesses are used in the specification of bottom topography.
The model is forced at the ocean surface using DFS4.1 fields developed by the European DRAKKAR collaboration (DRAKKAR Group, 2007). DFS combines elements from two sources: the CORE forcing dataset (Large and Yeager, 2004), from which precipitation and downward short- and long-wave radiation are extracted; and the ERA40 reanalysis, from which 10 m wind and 2 m air temperature and humidity are extracted. The latter fields are used in conjunction with the bulk formulae proposed by Large and Yeager (2004) to compute air/sea and air/sea-ice energy and freshwater fluxes. The frequency of DFS4.1 is monthly for precipitation, daily for radiation and 6-hourly for the turbulent variables. Climatological monthly runoff (Dai and Trenberth, 2002) is applied along the coastline of the land mask.

The sea-ice submodel used here, LIM2, is based upon viscous-plastic ice rheology (Hibler, 1979) and three layer (two layers of sea-ice, one layer of snow) thermodynamics (Semtner, 1976), with a number of updated physical processes (see Timmermann et al., 2005; and references therein). Model sea-ice is coupled to the ocean every 5 ocean timesteps through the non-linear quadratic drag law of the shear between sea-ice and ocean surface velocity (Timmermann et al., 2005). Freshwater exchange between the ocean and sea-ice is calculated from precipitation and ice formation/melting (Fichefet and Morales Maqueda, 1997), where sea-ice salinity is assumed to be 4 psu and rain/snow are assumed fresh. The heat flux between the sea-ice and ocean is proportional to the departure in temperature from salinity-dependent freezing point and the friction velocity at the ice-ocean interface. Solar radiation can penetrate sea-ice not covered by snow, and is dissipated by brine pockets within the ice where it increases latent heat storage (Fichefet and Morales Maqueda, 1997).

Temperature and salinity fields are initialised here from a monthly climatology that combines the World Ocean Atlas climatology with the PHC2.1 database (Steele et al., 2001; high latitudes) and the Medatlas climatology (Jourdan et al., 1998; Mediterranean Sea). To prevent unacceptable drifts in salinity caused by deficiencies in freshwater forcing, sea surface salinity is relaxed towards monthly mean climatology values. The relaxation timescale is 180 days for the open ocean, and 12 days under
4.2 Spinup and simulation

Before MEDUSA was added to NEMO, a short, physics-only simulation was performed to provide a “moving” ocean circulation field into which the biogeochemistry could be added. The physical model was simulated from rest from the beginning of the forcing dataset (1 January 1958) for a period of 8 years (to 31 December 1965). This period is insufficient for the thermohaline circulation to be fully established, but it is long enough for strong transient behaviour to decline. In early tests with MEDUSA, it was found that the model’s behaviour was broadly similar between simulations initialised with physical states that had experienced significantly different spin-up periods.

After this initial phase, MEDUSA was coupled to the resulting physical state and the simulation was integrated a further 40 years (to 31 December 2005). For this latter phase, MEDUSA was initialised using the World Ocean Atlas climatology for dissolved inorganic nitrogen and silicic acid concentrations, and using an iron field derived from a long-duration simulation of a lower resolution GCM (Parekh et al., 2005; Dutkiewicz et al., 2005). All other model tracers were initialised to arbitrary small values.

In addition to the biogeochemical dynamics described previously, the concentrations of dissolved inorganic nitrogen and silicic acid were relaxed towards World Ocean Atlas climatology values in grid cells within 100 km of land. This was done to emulate the input of these nutrients to coastal locations by riverine sources. Since there is, as yet, no corresponding climatology for iron, this nutrient was not relaxed anywhere in the ocean.
4.3 Results

In this section, a selection of model results are presented with the aim of providing a brief overview of MEDUSA’s performance. In the first instance, model outputs that can be compared to observational fields are presented. These are followed by Taylor diagrams that aim to more comprehensively evaluate performance (cf. space and time). Next, model fields of interesting but unmeasured (or unmeasureable) properties are shown to illuminate notable aspects of MEDUSA. Finally, some plots of the time-evolution of modelled nutrients are shown to illustrate MEDUSA’s stability and drift.

Regarding observational fields, these comprise the World Ocean Atlas 2005 nutrients (Garcia et al., 2006), SeaWiFS chlorophyll (O’Reilly et al., 1998) and estimated primary production. The latter is represented here by three empirical models: the VGPM (Behrenfeld and Falkowski, 1997), Eppley-VGPM (Carr et al., 2006) and CbPM (Westberry et al., 2008) productivity models. Three models are included since each predicts quite different productivity from the same chlorophyll input. The observational fields of chlorophyll and productivity used here represent averages over the same 5 year period from 2000 to 2004 inclusive, and this same period is used throughout the following analysis as a standard interval.

Figures 5 and 6 compare MEDUSA’s performance in representing, respectively, surface concentrations of the macronutrients DIN and silicic acid. In both cases MEDUSA shows similar patterns of agreement (and disagreement). The seasonal patterns of high northern latitudes are well resolved, but nutrients are noticeably lower in equatorial upwelling regions, while significantly higher in the Southern Ocean. This latter discrepancy is particularly marked in the case of silicic acid.

Figure 7 compares MEDUSA’s simulated total chlorophyll (non-diatom plus diatom) to corresponding SeaWiFS fields. Note that a logarithmic colour scale is used to best represent the large range in ocean colour. Not uncommonly for ocean models, MEDUSA’s representation of chlorophyll exhibits significant discrepancies with observations. MEDUSA shows much less pronounced seasonality, spatial boundaries...
that are significantly more sharply defined and consistently lower “background” chlorophyll concentrations in the ocean gyres. While the latter regions are not productive areas of the ocean, they represent a significant fraction of its total area. Part of the reason for the model-data mismatches in this area may lie with the assumption of geographically invariant nutrient kinetics, which prevents model phytoplankton from adapting to oligotrophic conditions. In the real world, nutrient uptake kinetics are more plastic, thereby permitting higher concentrations and productivity in the gyres (e.g. Smith et al., 2009).

Figures 8 and 9 compare MEDUSA’s simulated total primary production (non-diatom plus diatom) to the estimates of the VGPM, Eppley-VGPM and CbPM models. While MEDUSA does not show strong correlations with any of the estimates, the estimates do not strongly correlate with one another either. However, MEDUSA does still show systematic differences with the estimates. These include: consistently low subtropical gyre productivity; and elevated productivity in iron-limited regions including the Southern Ocean, equatorial Pacific and (seasonally) North Pacific. In terms of total oceanic primary production (and averaging over the final 10 years of the simulation), MEDUSA predicts 50.0 Gt C yr$^{-1}$, a value within the broad range of the observational estimates, 58.8, 60.4 and 46.3 Gt C yr$^{-1}$ respectively.

Figures 10–15 show the corresponding model-observational comparisons using Taylor diagrams. These illustrate both the correlation between (circumference axis) and relative variability (radial axis) of model and observations. For each comparison two plots are shown. The first uses annually average fields, but separates the analysis between ocean regions; the second uses globally average fields, but separates the analysis between months. In all cases, model-observation is greater the closer plotted data are to the red/black bullseye on the horizontal axis.

Best agreement occurs for MEDUSA’s nutrient fields, particularly those of dissolved inorganic nitrogen. While there remains significant scatter, MEDUSA generally shows good correlation with World Ocean Atlas 2005 fields, and comparable magnitudes of variability. This agreement is very weak in the case of chlorophyll, where the model
both correlates poorly and shows much less variability that the observed SeaWiFS fields. Although estimated productivity is based on the same SeaWiFS chlorophyll fields, MEDUSA’s agreement with the three productivity models is actually greater. The CbPM model agrees best, although correlations are still relatively weak.

Figures 16–23 show model properties of relevance to MEDUSA’s structure, but for which there is little or no observational information.

Figure 16 illustrates the difference in seasonality in the populations of diatom and non-diatom phytoplankton. The former show strongly seasonal behaviour, with high bloom concentrations in spring-summer and near-absence in winter. While the latter also show seasonality, it is considerably more modulated, with small but significant populations during the winter.

Unsurprisingly, this pattern is repeated in Fig. 17, which shows the separate primary production of both groups. Integrating, the diatoms are responsible for 17.0% of total primary production in MEDUSA. Estimates of this fraction in the real world are not common. Several estimates for specific locations exist and range from 13 to 34% (Nelson and Brzezinski, 1997; Blain et al., 1997; Brzezinski et al., 1998), though these estimates do not cover the full range of ocean ecosystems. Global estimates are rarer, though a survey by Mann (1999) suggested 40 to 45%, greater than that from the local studies, and much greater than that estimated by MEDUSA.

Although diatom primary production appears at the low end of literature estimates, biogenic opal production by MEDUSA slightly higher than that estimated. Figure 19 shows the global distribution of opal production, which largely follows diatom production, though areas such as the North Pacific and Southern Ocean show elevated production because of higher Si:N ratios (see Fig. 18). Globally integrated opal production is 262.6 Tmol Si y\(^{-1}\), 9% higher than the 240 Tmol Si y\(^{-1}\) estimated by Tréguer et al. (1995).

Figure 19 also shows the split between primary production in the mixed layer and that deeper in the water column. The fraction is greatest at high latitudes in both summer and (especially) winter. Lower latitudes show much lower fractions especially
in the oligotrophic subtropical gyres where nutrients are permanently limiting. Globally, 69.6% of primary production occurs in the mixed layer. Following up on nutrient limitation, Fig. 21 shows annual average limitations for both phytoplankton. Averaging spatially, non-diatoms are slightly more limited by iron (0.575) than nitrogen (0.628). Diatoms are most limited by iron (0.407), followed by silicon (0.518) then nitrogen (0.559).

Largely following the availability of their favoured prey, Fig. 20 shows the seasonal distributions of micro- and mesozooplankton. The former closely matches the availability of the small, non-diatom phytoplankton. However, although the mesozooplankton have a preference for microzooplankton equal to diatoms, their distribution closely resembles diatoms, with generally low concentrations elevated wherever diatoms are blooming. However, while the diatoms are the smaller fraction of the phytoplankton community, their grazers make up 55.5% of total surface zooplankton.

Another size-based aspect of MEDUSA lies in slow- and fast-sinking detritus. Figure 22 shows the production of both classes of detritus. Unsurprisingly, given MEDUSA’s foodweb, the distribution of slow-sinking detritus largely resembles that of the the smaller scale portion of the ecosystem, while fast-sinking detritus follows diatoms and mesozooplankton. In terms of production, 74.9% of detrital particles are small but, as Fig. 23 shows, by 100 m the total sinking flux has fallen to 24.3% of the 33.9 Gt C y\(^{-1}\) produced, of which only 33.5% is made up of small particles.

Figures 24–26 show the time evolution of regionally averaged nutrient profiles across the whole simulated period. These are plotted to quantify the scale of vertical nutrient redistribution that occurs during MEDUSA simulations, and to assess the extent to which the model has equilibrated by the end of the simulated period. Since the resupply of surface nutrients is dependent on vertical gradients, changes in these wrought by the model can be very important.

Of the two macronutrients, nitrogen and silicon, profiles change only slightly during the simulation. The most striking changes occur in the Southern Ocean where both
show strong shifts in the vertical gradients of nutrient concentration. As already seen in the fields shown in Figs. 5 and 6, surface concentrations in this region increase significantly relative to the World Ocean Atlas. By the end of the simulation these rises have slowed significantly, but they suggest a systematic problem with either physical or biogeochemical fluxes in this ocean region.

In the case of iron, in which the initial condition is from model output rather than an observational climatology, any changes that occur in basin profiles are less clearly erroneous. A general pattern is for iron concentrations to fall slightly in the surface 100 m within the first decade of simulation, and then to stabilise to a repeating annual cycle afterwards. This quick equilibration is unsurprising, since surface iron concentrations are strongly controlled by aeolian deposition and biological activity. However, below around 1000 m iron concentrations are clearly drifting slowly downwards on a much longer time-scale. This difference between the iron and the nitrogen cycles is initially surprising, since the former is largely slaved to the latter, though it stems in part from the inclusion of iron scavenging, a biogeochemical pathway that has no analogue in the nitrogen cycle. Some iron cycle models stop scavenging below a fixed concentration (e.g. Aumont et al., 2003), while others tie it to the concentration of biological particles (e.g. Moore et al., 2004; Galbraith et al., 2010) both of which would act to decrease the deep drift found in MEDUSA. However, other studies also use lower resolution GCMs and much longer spin-up periods (4000 y, Aumont et al., 2003; 3000 y, Dutkiewicz et al., 2005; 3000 y, Moore and Doney, 2007; 1000 y, Galbraith et al., 2010), and the drift in MEDUSA may simply stem from the short spin-up used in this study.

Finally, Fig. 27 complements earlier results by showing globally averaged time-series of the surface fields that are compared above to observations. The panels illustrate both the monthly variability across the simulation, and the inter-annual trends as it progresses. As already noted, the surface concentrations of both macronutrients show a common pattern of initial rise, followed by a gradual plateauing as their distributions come into equilibrium with physical and biogeochemical fluxes. In contrast,
both surface chlorophyll and primary production are relatively constant, and show no systematic drift. Inter-annual variability occurs, but there is no strong trend to increased or decreased biological activity. Assuming that NEMO’s physical behaviour is realistic (which is supported by NEMO’s good agreement with observational fields), this suggests that MEDUSA has a systematic deficiency that permits the accumulation of nutrients in the surface waters of (largely) the Southern Ocean.

5 Discussion

A significant factor in the adoption of increasingly complex models is the growing awareness of how ongoing anthropogenic changes to the Earth system will impact plankton ecosystems in a disparate number of ways. The most well-known of these changes is the warming of the Earth’s climate by the accumulation of the climatically-active gas CO$_2$ in the atmosphere. This warming has led to a concomitant warming of the (surface) ocean (e.g. Lyman et al., 2010), and it is believed that this will primarily impact plankton systems through changes to surface nutrient concentrations driven by increasing water column stratification (e.g. Bopp et al., 2005). This change in the availability of raw materials for phytoplankton growth is a fundamental one for plankton systems, and is amenable to study using even relatively simplified NPZD models. However, a number of other ongoing changes require more sophisticated treatments of marine ecology. For example, although increasing ocean stratification will lead to decreasing vertical nutrient supply to the surface ocean, not all nutrient species will be affected similarly because of differences in their distributions. Nitrogen and phosphorus nutrients, for instance, are known to covary strongly in a Redfield relationship (Tyrrell, 1999). However, silicic acid is regenerated much deeper in the water column (Yool and Tyrrell, 2003), and is liable to be affected differently by increasing stratification. Since this nutrient plays a crucial role in the ecology of the diatoms, a key phytoplankton group (Mann, 1999) with an important role in export production (Dugdale and Wilkerson, 1998), wider ecosystem functioning is liable to change if the diatoms become disadvantaged.
Similarly, also in part related to the change in surface nutrient conditions, another anticipated impact lies with the occurrence and distribution of nitrogen fixation (Capone et al., 2005). This process is an important source of fixed nitrogen for oligotrophic regions of the surface ocean, and offsets its consumption through denitification (Tyrrell, 1999). A declining supply of physically-supplied fixed nitrogen from depth driven by increasing stratification and, potentially, increasing anoxia-mediated denitrification (cf. Deutsch et al., 2007), may act to shift phytoplankton community structure in favour of groups capable of utilising dissolved dinitrogen gas.

The invasion of the ocean by anthropogenic CO$_2$ is increasing dissolved inorganic carbon concentrations (Key et al., 2004), and altering the pH of seawater. This process, known as ocean acidification (Caldeira and Wickett, 2003; Orr et al., 2005), is predicted to have a number of different effects on ocean biota (Raven et al., 2005), but a major one will be the increasing solubility of the biomineral calcium carbonate in surface (and deep) waters. Since a large number of planktonic species utilise this mineral for structural purposes, changes in seawater chemistry that accelerate its dissolution are liable have a significant impact.

These latter changes to the ocean system mitigate in favour of ecosystem models that include more sophistication than conventional NPZD models, so that their consequences can be assessed. However, although research has outlined the ecosystem processes described above, there are still large gaps that preclude robust and reliable predictions. For instance, in the case of nitrogen fixation, there are a number of different phylogenetic groups engaged in this process (e.g. cyanobacteria, diatoms, even some metazoans; Kneip et al., 2007), with the result that functional behaviour is diverse and difficult to model within the confines of a single state variable. Simply. There are potentially even issues concerning seemingly established ideas about the correlation of nitrogen fixation with warm waters (cf. Le Quéré et al., 2005) that may be incorrect (cf. Monteiro et al., 2010). Similarly, while calcification may be expected to be straightforwardly related to the saturation state of calcium carbonate, experimental and field work has found a wide range of responses that, again, preclude
simple modelling (e.g. Riebesell et al., 2000; Iglesias-Rodriguez et al., 2008).

Within this context, MEDUSA aims to expand upon classical NPZD models, while restricting itself to biogeochemical cycles and biological functional groups that are more completely understood (cf. Anderson, 2005; Flynn, 2005). Hence, MEDUSA's incorporation of diatoms and the silicon cycle (cf. Smetacek, 1985; Dugdale and Wilkerson, 1998), and a microbial loop of smaller phytoplankton and zooplankton (cf. Pomeroy, 1974; Azam et al., 1983). However, as noted by Hood et al. (2006), even these expansions are not without uncertainty. The silicon cycle, for instance, ignores the contributions to opal production of both the silicoflagellates and (more significantly) the radiolarians. Furthermore, MEDUSA also omits a detailed consideration of internal cell physiology (cf. Flynn, 2001). Nonetheless, the intention of MEDUSA is to provide a post-NPZD plankton ecosystem model, with a parameterisation that is robust, and whose major state variables are amenable to analysis and comparison with observational data throughout the global domain.

In general, MEDUSA's performance is acceptable, with global patterns of nutrients and productivity that closely follow those observed. Major features such as oligotrophic gyres and the seasonal progression of plankton blooms and nutrient depletion are reproduced. And at the global scale, MEDUSA's productivity falls well within the range estimated from observations, both in terms of organic carbon and biogenic opal. Furthermore, although indirect, the multi-decadal stability of vertical macronutrient gradients (except in the Southern Ocean; see below) suggests that MEDUSA's export production successfully balances nutrient resupply by physical mechanisms. Drifts in deep iron concentrations suggest an insufficient spin-up period, but surface gradients equilibriate quickly as with the macronutrients. However, there are a number of significant discrepancies between MEDUSA and observations that should be noted.

Firstly, MEDUSA tends to accumulate nutrients, especially silicic acid, in the surface waters of the Southern Ocean. Since MEDUSA's productivity is similar to that estimated from satellite observations, this tends to suggest that either the export fraction of MEDUSA is too low in this region (i.e. the biological pump does not transfer
organic material deep enough), or that NEMO’s upwelling is too strong (i.e. excessive quantities of nutrient are upwelled, and cannot be processed by surface biology). Given the good agreement between NEMO and observed physical fields, the former explanation may guide future improvement.

Secondly, the oligotrophic gyres in MEDUSA have lower concentrations of chlorophyll and are less productive than observed. Again, this may be the result of either biological or physical deficiencies in the model. For instance, the low nutrient concentrations in these regions may be insufficient to permit even slow growth of MEDUSA’s phytoplankton on recycled nutrients. Alternatively, the resolution of NEMO used here may omit mesoscale processes that supply nutrients to the surface ocean (e.g. McGillicuddy et al., 2003). As noted already, the former suggestion is supported by work that permits adaptation of model phytoplankton to oligotrophic conditions (Smith et al., 2009). The latter suggestion may be investigated in future using higher resolution instances of NEMO.

As noted, both of these deficiencies may have biogeochemical roots. At present, MEDUSA has not been objectively tuned to more closely match observational fields. Current parameterisation is instead derived from literature values and from subjective “tuning” where parameter values have been found to cause systematic errors. Previous studies have found that the localised optimisation of a biogeochemical model at particular locations can be successful at improving model performance when the model is then simulated in 3-D at large scale (Oschlies and Schartau, 2005). Consequently, objective tuning, coupled to validation in 3-D, may be a future avenue to improve the performance of MEDUSA and to diminish the most significant current errors.

A further issue with the simulation of MEDUSA examined here is the suggestion that the spin-up period used is insufficient, most clearly apparent in the drift of deep iron concentrations, but also in the more gradual adjustment of DIN and silicic acid distributions. In the specific case of iron, given an initial condition derived from a different model, the operation of iron scavenging throughout the model domain, and the long ventilation timescale of the deep ocean (2000 y; Ostlund and Stuiver, 1980), this is
perhaps unsurprising. The medium resolution used here, as well as the high resolution used in other applications of MEDUSA (e.g. Popova et al., 2010), preclude spin-ups of more than a few decades. However, lower resolution instances of the NEMO GCM are available, and future investigation of up–scaled MEDUSA output from longer spin–ups of coarser grids may provide one solution to this problem. Nonetheless, and as noted already, despite deep ocean drifts, the biogeochemical cycles of MEDUSA’s surface ocean, where most biological activity takes place, reach quasi–equilibrium well within the time–scale of the simulation described here.

In summary, despite the deficiencies noted above, we believe that MEDUSA represents a valuable tool for global scale simulations of the plankton ecosystem. One that is intermediate between the simplicity of NPZD models, and the expensive complexity of PFT models, but whose complexity provides a “good fit” with our current ability to validate models at the global scale. Future work with MEDUSA will include its application to a range of contemporary topics, including Arctic climate change (Kwok and Rothrock, 2009) and ocean acidification (Orr et al., 2005).

6 Conclusions

– MEDUSA, a novel, size–based plankton ecosystem model of the nitrogen, silicon and iron cycles for the global ocean is introduced


– MEDUSA reliably produces global patterns of surface nutrients and productivity, and (generally) preserves vertical nutrient gradients.

– MEDUSA’s major deficiencies are excessive surface nutrients in the Southern Ocean (especially silicic acid), and low productivity in oligotrophic gyres.

– MEDUSA estimates that surface productivity is dominated by small plankton, but that the deep biological pump is driven by large plankton.
Appendix A

The following provides a structural outline of the computer code that accompanies this description of MEDUSA. This code does not encompass the entire NEMO model, but includes those modules that either include MEDUSA's calculations, or those in which MEDUSA makes an appearance for operational reasons.

The MEDUSA model is organised in a similar manner to other passive tracer modules in the NEMO model. The majority of the code directly associated with MEDUSA is located within the NEMO/TOP_SRC/MEDUSA directory, with one minor exception that is described later. The actual model code is distributed across 9 separate routines as follows.

- par_medusa.F90
  this routine declares the tracer and diagnostic arrays required for MEDUSA;

- sms_medusa.F90
  this routine declares the parameters required for MEDUSA;

- trcctl_medusa.F90
  this routine checks that the correct number of passive tracers is specified;

- trcini_medusa.F90
  this routine initialises the passive tracers to default values unless they are provided by a restart file;

- trclsm_medusa.F90
  this routine initialises the parameters to the values specified in namelist.trc.sms;
− trcsms_medusa.F90
this routine is called by the NEMO model during a simulation and in turn calls the 
MEDUSA routines that calculate biogeochemical sources and sinks;

− trcopt_medusa.F90
this routine calculates the submarine light field;

− trcbio_medusa.F90
this is the main model routine and includes (almost) all of the ecosystem equations 
used for the biogeochemical sources and sinks for tracers;

− trcsed_medusa.F90
this routine both initialises the aeolian iron deposition and $\Omega_{\text{calcite}}$ CCD fields and 
calculates the sinking of the slow detritus tracer.

Aside from these routines, MEDUSA includes a further modification to the passive 
tracer damping routine, trcdmp.F90. In MEDUSA, an existing tracer damping 
subroutine is altered such that dissolved inorganic nitrogen and silicic acid are damped 
globally but only within 100 km of the coast. This damping relaxes nitrogen and 
silicon nutrients towards World Ocean Atlas values (Garcia et al., 2006), and aims 
to emulate the supply of these macronutrients to coastal regions from riverine sources. 
Since no corresponding climatology exists for the iron micronutrient, its concentrations 
experience no relaxation anywhere within the model ocean.
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### Table 1. Phytoplankton growth parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\xi$</td>
<td>Chl:N conversion factor (Redfield ratio of 6.625)</td>
<td>0.0256</td>
</tr>
<tr>
<td>$\alpha_{Pn}, \alpha_{Pd}$</td>
<td>chl-specific initial slope of P-I curve</td>
<td>10.0, 7.5</td>
</tr>
<tr>
<td>$V_{Pn}, V_{Pd}$</td>
<td>maximum phytoplankton growth rate d$^{-1}$</td>
<td>0.53, 0.50</td>
</tr>
<tr>
<td>$\theta_{\text{Chl,max}, Pn}, \theta_{\text{Chl,max}, Pd}$</td>
<td>maximum chl:C ratio g chl (g C)$^{-1}$</td>
<td>0.10, 0.10</td>
</tr>
<tr>
<td>$R_{\text{Si:N}}^0$</td>
<td>minimum diatom Si:N ratio mol Si (mol N)$^{-1}$</td>
<td>0.2</td>
</tr>
<tr>
<td>$R_{\text{N:Si}}^0$</td>
<td>minimum diatom N:Si ratio mol N (mol Si)$^{-1}$</td>
<td>0.2</td>
</tr>
<tr>
<td>$U_\infty$</td>
<td>hypothetical growth ratio at $\infty$ Si:N ratio</td>
<td>1.5</td>
</tr>
<tr>
<td>$k_{N,Pn}, k_{N,Pd}$</td>
<td>N nutrient uptake half-saturation constants mmol N m$^{-3}$</td>
<td>0.50, 0.75</td>
</tr>
<tr>
<td>$k_{\text{Si}}$</td>
<td>Si nutrient uptake half-saturation constant mmol Si m$^{-3}$</td>
<td>0.75</td>
</tr>
<tr>
<td>$k_{Fe,Pn}, k_{Fe,Pd}$</td>
<td>Fe nutrient uptake half-saturation constants µmol Fe m$^{-3}$</td>
<td>0.33, 0.67</td>
</tr>
</tbody>
</table>
Table 2. Zooplankton grazing parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$g_{\mu}$, $g_{m}$</td>
<td>Maximum zooplankton grazing rate $d^{-1}$</td>
<td>2.0, 0.5</td>
</tr>
<tr>
<td>$k_{\mu}$, $k_{m}$</td>
<td>Zooplankton grazing half-saturation constants mmol N $m^{-3}$</td>
<td>0.8, 0.3</td>
</tr>
<tr>
<td>$\phi$</td>
<td>Zooplankton grazing inefficiency</td>
<td>0.20</td>
</tr>
<tr>
<td>$\beta_N$</td>
<td>Zooplankton N assimilation efficiency</td>
<td>0.69</td>
</tr>
<tr>
<td>$\beta_C$</td>
<td>Zooplankton C assimilation efficiency</td>
<td>0.69</td>
</tr>
<tr>
<td>$k_C$</td>
<td>Zooplankton net C growth efficiency</td>
<td>0.80</td>
</tr>
<tr>
<td>$p_{\mu Pn}$, $p_{\mu D}$</td>
<td>Microzooplankton grazing preferences</td>
<td>0.75, 0.25</td>
</tr>
<tr>
<td>$p_{mPn}$, $p_{mPd}$</td>
<td>Mesozooplankton grazing preferences</td>
<td>0.15, 0.35</td>
</tr>
<tr>
<td>$p_{mZ\mu}$, $p_{mD}$</td>
<td>Mesozooplankton grazing preferences</td>
<td>0.35, 0.15</td>
</tr>
</tbody>
</table>
Table 3. Plankton and detritus loss parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu_{1,Pn}, \mu_{1,Pd}$</td>
<td>Phytoplankton loss rates $d^{-1}$</td>
<td>0.02, 0.02</td>
</tr>
<tr>
<td>$\mu_{1,Z\mu}, \mu_{1,Zm}$</td>
<td>Zooplankton loss rates $d^{-1}$</td>
<td>0.02, 0.02</td>
</tr>
<tr>
<td>$\mu_{2,Pn}, \mu_{2,Pd}$</td>
<td>Phytoplankton maximum loss rates $d^{-1}$</td>
<td>0.1, 0.1</td>
</tr>
<tr>
<td>$k_{Z\mu}, k_{Zm}$</td>
<td>Phytoplankton loss half-saturation constants mmol N m$^{-3}$</td>
<td>0.5, 0.5</td>
</tr>
<tr>
<td>$\mu_{2,Z\mu}, \mu_{2,Zm}$</td>
<td>Zooplankton maximum loss rates $d^{-1}$</td>
<td>0.5, 0.75</td>
</tr>
<tr>
<td>$k_{Z\mu}, k_{Zm}$</td>
<td>Zooplankton loss half-saturation constants mmol N m$^{-3}$</td>
<td>0.2, 0.75</td>
</tr>
<tr>
<td>$\mu_D$</td>
<td>Detrital N remineralisation rate $d^{-1}$</td>
<td>0.016</td>
</tr>
</tbody>
</table>

1989
Table 4. Miscellaneous parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta_{Pn}$, $\theta_{Pd}$</td>
<td>phytoplankton C:N ratio mol C (mol N)$^{-1}$</td>
<td>6.625</td>
</tr>
<tr>
<td>$\theta_{Zn}$, $\theta_{Zm}$</td>
<td>zooplankton C:N ratio mol C (mol N)$^{-1}$</td>
<td>6.625</td>
</tr>
<tr>
<td>$\theta_{D}$</td>
<td>detritus C:N ratio mol C (mol N)$^{-1}$</td>
<td>6.625</td>
</tr>
<tr>
<td>$R_{Fe}$</td>
<td>phytoplankton Fe:N uptake ratio $\mu$mol Fe (mol N)$^{-1}$m</td>
<td>30.0</td>
</tr>
<tr>
<td>$L_{total}$</td>
<td>total ligand concentration $\mu$mol m$^{-3}$</td>
<td>1.0</td>
</tr>
<tr>
<td>$k_{FeL}$</td>
<td>dissociation constant for (Fe + ligand)</td>
<td>100.0</td>
</tr>
<tr>
<td>$k_{scav}$</td>
<td>scavenging rate of “free” Fe d$^{-1}$</td>
<td>0.001</td>
</tr>
<tr>
<td>Diss</td>
<td>diatom frustule dissolution rate d$^{-1}$</td>
<td>0.006</td>
</tr>
<tr>
<td>$w_{g}$</td>
<td>detrital sinking rate m d$^{-1}$</td>
<td>2.5</td>
</tr>
</tbody>
</table>
Table 5. *MEDUSA* switches.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Default</th>
</tr>
</thead>
<tbody>
<tr>
<td>jphy</td>
<td>switches phytoplankton maximum growth between temperature independence (= 0) and dependence (= 1); the default is jphy = 1</td>
<td></td>
</tr>
<tr>
<td>jmpn</td>
<td>switches non-diatom phytoplankton density-dependent mortality between linear (= 1), quadratic (= 2), hyperbolic (= 3) and sigmoid (= 4) forms; the default is jmpn = 3</td>
<td></td>
</tr>
<tr>
<td>jmpd</td>
<td>as jmpn but for diatom phytoplankton</td>
<td></td>
</tr>
<tr>
<td>jzmzmi</td>
<td>as jmpn but for microzooplankton</td>
<td></td>
</tr>
<tr>
<td>jzmzme</td>
<td>as jmpn but for mesozooplankton</td>
<td></td>
</tr>
<tr>
<td>jmd</td>
<td>as jphy but for detrital remineralisation; the default is jmd = 1</td>
<td></td>
</tr>
</tbody>
</table>
**Table 6. Fast detritus submodel parameters.**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_{1\text{frac}}$</td>
<td>fast detritus fraction of diatom losses</td>
<td>0.25</td>
</tr>
<tr>
<td>$D_{1\text{frac}}$</td>
<td>fast detritus fraction of mesozooplankton losses</td>
<td>1.00</td>
</tr>
<tr>
<td>$f_{c(90^\circ)}$</td>
<td>polar calcium carbonate:organic C fraction</td>
<td>mol CaCO$_3$ (mol C)$^{-1}$</td>
</tr>
<tr>
<td>$f_{c(0^\circ)}$</td>
<td>equatorial calcium carbonate:organic C fraction</td>
<td>mol CaCO$_3$ (mol C)$^{-1}$</td>
</tr>
<tr>
<td>$M_{\text{org}}$</td>
<td>organic carbon mass:mole ratio, C</td>
<td>g (mol C)$^{-1}$</td>
</tr>
<tr>
<td>$M_{\text{CaCO}_3}$</td>
<td>calcium carbonate mass:mole ratio, CaCO$_3$</td>
<td>g (mol C)$^{-1}$</td>
</tr>
<tr>
<td>$M_{\text{Si}}$</td>
<td>biogenic Si mass:mole ratio, SiO$_2$</td>
<td>g (mol Si)$^{-1}$</td>
</tr>
<tr>
<td>$f_{\text{CaCO}_3}$</td>
<td>calcium carbonate protection ratio</td>
<td>g C (g C)$^{-1}$</td>
</tr>
<tr>
<td>$f_{\text{Si}}$</td>
<td>biogenic Si protection ratio</td>
<td>g C (g Si)$^{-1}$</td>
</tr>
<tr>
<td>$d_{\text{excess}}$</td>
<td>excess organic carbon dissolution length scale</td>
<td>m</td>
</tr>
<tr>
<td>$d_{\text{CaCO}_3}$</td>
<td>calcium carbonate dissolution length scale</td>
<td>m</td>
</tr>
<tr>
<td>$d_{\text{Si}}$</td>
<td>biogenic Si dissolution length scale</td>
<td>m</td>
</tr>
</tbody>
</table>
Fig. 1. Schematic diagram of the components and interactions in the MEDUSA model. Boxes with solid borders indicate explicitly modelled state variables, while boxes with dashed borders indicate implicitly modelled components. Overlapping boxes indicate components for which multiple currencies are modelled (e.g. different elements, chlorophyll).
Fig. 2. The top panel shows mean annual aeolian iron input to the ocean (i.e. the quantity of iron that dissolves into seawater from deposited dust). The input is shown on a logarithmic scale in units of µmol m$^{-2}$ y$^{-1}$, and integrated input is 2.564 Gmol Fe y$^{-1}$. The bottom panel shows the fractionation of total iron between “free” and ligand-bound forms across a logarithmic range of total iron concentrations.
Fig. 3. Vertical attenuation of the sinking flux. The left panel compares the Dunne et al. (2007; red) parameterisation for organic carbon with that of Martin et al. (1987; black). The right panel shows the attenuation of organic carbon (red), biogenic silicon (green) and calcium carbonate (blue). In all cases, fluxes are normalised to those at 100 m.
Fig. 4. The global distribution of the depth of the calcite saturation horizon. This is calculated as the shallowest depth at which $\Omega_{\text{calcite}}$ is less than 1. The three dimensional field of $\Omega_{\text{calcite}}$ is calculated using the CSYS package (Zeebe and Wolf-Gladrow, 2001) together with fields of ocean properties from the World Ocean Atlas (Locarnini et al., 2006; Antonov et al., 2006; temperature and salinity) and GLODAP (Key et al., 2004; DIC and alkalinity) climatologies. Interpolation has been used to fill gaps in the GLODAP climatology including the Arctic, Caribbean, Mediterranean seas and the Malay Archipelago.
Fig. 5. Observational (World Ocean Atlas, 2005; left) and simulated (right) surface dissolved inorganic nitrogen for northern summer (June-July-August; top) and northern winter (December-January-February; bottom). Concentrations in mmol m$^{-3}$. 
Fig. 6. Observational (World Ocean Atlas, 2005; left) and simulated (right) surface silicic acid for northern summer (June-July-August; top) and northern winter (December-January-February; bottom). Concentrations in mmol m$^{-3}$.
Fig. 7. Observational (SeaWiFS; left) and simulated (right) surface chlorophyll for northern summer (June-July-August; top) and northern winter (December-January-February; bottom). Concentrations in mg chl m$^{-3}$.
Fig. 8. Observational (VGPM model; left) and simulated (right) integrated primary production for northern summer (June-July-August; top) and northern winter (December-January-February; bottom). The observational field here is estimated using the VGPM model and SeaWiFS chlorophyll observations. Production in g C m$^{-2}$ d$^{-1}$. 
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Fig. 9. Observational integrated primary production as per Figure 8 but for the Eppley–VGPM (left) and CbPM (right) models. Production in g C m$^{-2}$ d$^{-1}$.
**Fig. 10.** Taylor diagrams of spatial (top) and temporal (bottom) model-observation comparisons for surface dissolved inorganic nitrogen. In the upper panel, simulated annual means for different regions are compared to corresponding observational fields. In the lower panel, simulated global average means for different months are compared to corresponding observational fields.
Fig. 11. Taylor diagrams of spatial (top) and temporal (bottom) model-observation comparisons for surface silicic acid. In the upper panel, simulated annual means for different regions are compared to corresponding observational fields. In the lower panel, simulated global average means for different months are compared to corresponding observational fields.
Fig. 12. Taylor diagrams of spatial (top) and temporal (bottom) model-observation comparisons for surface chlorophyll. In the upper panel, simulated annual means for different regions are compared to corresponding observational fields. In the lower panel, simulated global average means for different months are compared to corresponding observational fields.
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**Fig. 13.** Taylor diagrams of spatial (top) and temporal (bottom) model-observation comparisons for integrated primary production (VGPM estimated). In the upper panel, simulated annual means for different regions are compared to corresponding observational fields. In the lower panel, simulated global average means for different months are compared to corresponding observational fields.
Fig. 14. Taylor diagrams of spatial (top) and temporal (bottom) model-observation comparisons for integrated primary production (Eppley-VGPM estimated). In the upper panel, simulated annual means for different regions are compared to corresponding observational fields. In the lower panel, simulated global average means for different months are compared to corresponding observational fields.
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Fig. 15. Taylor diagrams of spatial (top) and temporal (bottom) model-observation comparisons for integrated primary production (CbPM estimated). In the upper panel, simulated annual means for different regions are compared to corresponding observational fields. In the lower panel, simulated global average means for different months are compared to corresponding observational fields.
Fig. 16. Simulated surface non-diatom phytoplankton (left) and diatom phytoplankton (right) concentrations for northern summer (June-July-August; top) and northern winter (December-January-February; bottom). Concentrations in mmol m$^{-3}$. 
Fig. 17. Simulated non-diatom (left) and diatom (right) primary production for northern summer (June-July-August; top) and northern winter (December-January-February; bottom). Production in g C m$^{-2}$ d$^{-1}$.
Fig. 18. Simulated surface diatom phytoplankton Si:N ratio (left) and iron concentration (right) for northern summer (June-July-August; top) and northern winter (December-January-February; bottom). Ratio in mol Si (mol N)$^{-1}$; concentration in µmol m$^{-3}$. 
Fig. 18. Simulated surface diatom phytoplankton Si:N ratio (left) and iron concentration (right) for northern summer (June–July–August; top) and northern winter (December–January–February; bottom). Ratio in mol Si (mol N)^{-1}; concentration in µmol m^{-3}.

Fig. 19. Simulated mixed layer primary production fraction (left) and diatom biogenic opal production (right) for northern summer (June–July–August; top) and northern winter (December–January–February; bottom). Production fraction is unitless; biogenic opal production in mmol Si m^{-2} d^{-1}.
Fig. 20. Simulated surface microzooplankton (left) and mesozooplankton (right) concentrations for northern summer (June-July-August; top) and northern winter (December-January-February; bottom). Concentrations in mmol m$^{-3}$.
**Fig. 21.** Simulated annual average non-diatom (left) and diatom (right) limitation factors for nitrogen (top), iron (middle) and silicon (bottom) nutrients. Limitation is weighted by biomass and integrated for the full water column. Limition is unitless.
Fig. 22. Simulated slow (left) and fast (right) detritus production for northern summer (June-July-August; top) and northern winter (December-January-February; bottom). Detritus production in mmol N m$^{-2}$ d$^{-1}$.
Fig. 23. Simulated slow (left) and fast (right) detrital sinking fluxes at 100 m for northern summer (June-July-August; top) and northern winter (December-January-February; bottom). Detritus production in mmol N m$^{-2}$ d$^{-1}$.
Fig. 24. Simulated vertical profiles of dissolved inorganic nitrogen concentration averaged for the World Ocean (top left) and 5 major regions. Concentrations in mmol N m$^{-3}$. Note that depth is shown on a logarithmic scale.
Fig. 25. Simulated vertical profiles of silicic acid concentration averaged for the World Ocean (top left) and 5 major regions. Concentrations in mmol Si m\(^{-3}\). Note that depth is shown on a logarithmic scale.
**Fig. 26.** Simulated vertical profiles of iron concentration averaged for the World Ocean (top left) and 5 major regions. Concentrations in $\mu$mol Fe m$^{-3}$. Note that depth is shown on a logarithmic scale.
Fig. 27. Globally averaged surface dissolved inorganic nitrogen (top left), surface silicic acid (top right), surface chlorophyll (bottom left) and integrated primary production (bottom right). Solid black lines are annual averages/integral; individual points are individual months. Note that individual monthly primary production values have been normalised so that they appear on the same scale as annual integrals.