Current status of the ability of the GEMS/MACC models to reproduce the tropospheric CO vertical distribution as measured by MOZAIC
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Abstract

Vertical profiles of CO taken from the MOZAIC aircraft database are used to present (1) a global analysis of CO seasonal averages and interannual variability for the years 2002–2007 and (2) a global validation of CO estimates produced by the MACC models for 2004, including an assessment of their ability to transport pollutants originating from the Alaskan/Canadian wildfires. Seasonal averages and interannual variability from several MOZAIC sites representing different regions of the world show that CO concentrations are highest and most variable during the winter season. The inter-regional variability is significant with concentrations increasing eastward from Europe to Japan. The impact of the intense boreal fires, particularly in Russia, during the fall of 2002 on the Northern Hemisphere CO concentrations throughout the troposphere is well represented by the MOZAIC data.

A global validation of the GEMS/MACC GRG models which include three standalone CTMs (MOZART, MOCAGE and TM5) and the coupled ECMWF Integrated Forecasting System (IFS)/MOZART model with and without MOPITT CO data assimilation show that the models have a tendency to underestimate CO. The models perform best in Europe and the US where biases range from 0 to –25% in the free troposphere and from 0 to –50% in the surface and boundary layers (BL). The biases are largest in the winter and during the daytime when emissions are highest, indicating that current inventories are too low. Data assimilation is shown to reduce biases by up to 25% in some regions. The models are not able to reproduce well the CO plumes originating from the Alaskan/Canadian wildfires at downwind locations in the eastern US and Europe, not even with assimilation. Sensitivity tests reveal that this is mainly due to deficiencies in the fire emissions inventory and injection height.
1 Introduction

Carbon monoxide (CO) is a key trace gas in the atmosphere and plays an important role in the chemistry of the troposphere by exerting a strong influence on the concentrations of oxidants such as the hydroxyl radical (OH) and ozone (O$_3$) (Wotawa et al., 2001). Changes in oxidation by OH due to changes in CO concentrations could perturb the concentration of greenhouse gases such as methane (CH$_4$) and O$_3$ (Thompson and Ciccerone, 1986), and thus play a role in our understanding and assessment of potential climate change.

The main sources of CO are fossil fuel and biomass burning. While most biomass burning occurs in the tropics, recent studies have shown that boreal forest fires might account for as much as 25% of the global CO emissions from all wildfires during anomalous boreal fire years (Goode et al., 2000; Lavoué et al., 2000). Gases and aerosols emitted from large wildfires can be transported thousands of kilometers downwind. In addition, due to the strong convection enhanced by forest fire activity, emissions can be injected into the upper troposphere and lower stratosphere (Jost et al., 2004; Nedéléc et al., 2005; Damoah et al., 2006; Cammas et al., 2009) where the residence time is long, thus having lasting effects on radiation and stratospheric chemistry. During the summer of 2004 large wildfires burned in Alaska and Canada. Trace gases and aerosols emitted by these fires were transported as far away as Europe. A large amount of data was collected during this period as part of the International Consortium for Atmospheric Research on Transport and Transformation (ICARTT) program. The ICARTT program was a massive experimental campaign coordinated by an international team of scientists which utilized nine aircraft, one research vessel, several ground-based sites in North America and the Azores, a network of aerosol-ozone lidars in Europe, satellites, balloon borne sondes, and routine commercial aircraft measurements during the summer of 2004 (Fehsenfeld et al., 2006). Additional analysis products provided by ICARTT include model simulations from the FLEXPART Lagrangian particle dispersion model which includes full turbulence and
convection parameterizations (Stohl et al., 2005). Output from these simulations provide an important resource to interpret transport processes during the period of interest (see http://www.esrl.noaa.gov/csd/ICARTT/analysis/). As a result of the ICARTT effort, many studies have since provided valuable information on the effects of the gases and aerosols emitted into the atmosphere from the Alaskan/Canadian wildfires (Fehsenfeld et al., 2006; Pfister et al., 2006, 2008; Bousserez et al., 2007; Real et al., 2007; Stohl et al., 2006; Damoah et al., 2006; Cammas et al., 2009; Warneke et al., 2006; Turquety et al., 2007).

Numerous studies have used chemistry transport models (CTMs) to simulate CO (Shindell et al., 2006; Kanakidou et al., 1999; Prather et al., 2001). In a study evaluating the ability of 26 state-of-the-art CTMs to simulate global present-day CO, Shindell et al. (2006) found that most models significantly under-estimate CO in the extratropical Northern Hemisphere. Results from the study also show that the variability among models is large, which the authors claim to be due to intermodel differences in representations and emissions of nonmethane volatile organic compounds (NMVOCs) and in hydrologic cycles, which affect OH and soluble hydrocarbon intermediates. Uncertainties in emissions inventories are a well known problem among the modelling community. Inverse studies which attempt to disaggregate surface CO measurements into various source categories generally find much larger emissions than what is reported in present inventories which are calculated using a bottom-up approach. Data assimilation can correct deficiencies in emission inventories and model transport thus improving model forecasts.

There have also been many modelling studies that have focused on the summer 2004 Alaskan/Canadian wildfires. Some of these studies have found that the long-range transport of fire emissions is better simulated when a high injection height is used (de Gouw et al., 2006; Turquety et al., 2007). de Gouw et al. (2006) used the atmospheric transport model FLEXPART to describe the transport of the emissions from the 2004 North American fires and found that injecting the emissions to a height of up to 10 km produced the best results in comparison to observations. Using the
GEOS-Chem CTM, Turquety et al. (2007) found good results when a portion of the emissions was injected into the upper troposphere. Moreover, problems in available fire emission inventories have been identified. Studies have shown that current estimates of carbon emissions from biomass burning are not well constrained due to incomplete input data sets (French et al., 2004; van der Werf et al., 2006; Turquety et al., 2007). A sensitivity analysis by French et al. (2004) indicates that ground-layer fraction consumed is the most uncertain parameter in constructing fire emission inventories. Recently, Turquety et al. (2007) constructed a daily bottom-up fire emissions inventory for North America in 2004 which takes into account the burning of the ground-layer organic matter stored in the soils, notably peat, which is quite important in boreal regions. They estimate a total of 30 Tg CO was emitted from the Alaskan and Canadian wildfires during the summer of 2004, of which 37% (11 Tg) was due to peat burning.

One of the main objectives of the GRG (Global Reactive Gases) subproject of the EU project GEMS (Global and regional Earth-system (Atmosphere) Monitoring using Satellite and in-situ data) was to set up an operational data assimilation system for chemically reactive gases on a global scale providing products to end-users on a day-by-day basis (Hollingsworth et al., 2008). Within this framework, the ECMWFs (European Centre for Medium-range Weather Forecast) Integrated Forecast System (IFS) model was coupled to three chemistry transport models: MOCAGE (Josse et al., 2004; Bousserez et al., 2007), MOZART-3 (Horowitz et al., 2003; Kinnison et al., 2007), and TM5 (Krol et al., 2005). One of the final goals of the GRG subproject was to assess the robustness of the satellite data assimilation procedures and the predictions, and to provide specific suggestions for improvement of the system.

Our first objective in this study is to present a global evaluation of the GEMS-GRG models, and more specifically to evaluate how well 4D-VAR data assimilation improves the simulation of CO. This study is unique in that it allows us to evaluate and compare the performance of different types of models, namely three off-line CTMs driven by the same meteorology and one coupled atmosphere/CTM model run with and without data assimilation, enabling us to more definitively infer weaknesses in the CTMs.
and assess the potential gain brought by the combination of on-line transport and 4D-VAR chemical satellite data assimilation. CO model outputs are compared to profiles of CO observations taken on-board commercial aircraft as part of the MOZAIC (Measurements of ozone and water vapor by Airbus inservice aircraft) program (Marenco et al., 1998). We focus on the year 2004 not only because this is one of the years in which the GEMS-GRG simulations are available, but also because it provides a unique opportunity to evaluate the GEMS-GRG models’ ability to be used in process studies, namely the long-range transport of biomass fire plumes.

Our second objective in this study is to assess the ability of the GEMS-GRG models to simulate and transport CO originating from the 2004 Alaskan/Canadian wildfires and to further assess the satellite data assimilation procedures used in the GEMS-GRG subproject. Again, we have the unique opportunity of comparing results from three different CTMs forced with the same meteorology and are therefore able to infer weaknesses in the model physics or parameterizations (i.e. convective schemes and injection height parameterizations). Comparing the coupled IFS model runs with and without data assimilation allows us to clearly ascertain how much the coupling can improve the CTMs’ performance as well as to assess to what extent data assimilation can compensate for deficiencies in fire emissions inventories. To this end, we perform several case studies in which a CO plume originating from the Alaskan/Canadian wildfires was transported downwind as far as to the eastern United States and across the Atlantic Ocean to Europe. Profiles of MOZAIC CO observations at several downwind locations are compared to model outputs. In order to attribute emission sources to the MOZAIC observations we utilize the backward FLEXPART model simulations performed by Stohl et al. (2005). Furthermore, sensitivity tests are performed using tracers to evaluate ways in which to improve the long-range transport in the models. In order to determine how sensitive the models are to the fire emissions used, a tracer simulation is performed using the daily bottom-up fire emissions inventory for North America in 2004 constructed by Turquety et al. (2007) and is compared to a similar tracer simulation using the GFEDv2 8-daily inventory (van der Werf et al., 2006).
addition, to test the models sensitivity to injection height several tracers are injected at various model levels.

There is considerable interannual variability in global tropospheric CO largely due to variability in boreal forest fires, therefore we begin our study by presenting mean seasonal vertical profiles of the MOZAIC CO data averaged over the period 2002–2007, as well as profiles for the individual years, from several locations around the world. This allows us for the first time to present a climatology of the MOZAIC CO profile data, as well as to characterize the year 2004 which is the focus of the rest of this study.

Our first objective in this study is to present a global validation of the GEMS-GRG models using MOZAIC vertical profiles of CO for the year 2004. Specifically to evaluate how well 4D-VAR data assimilation improves the simulation of CO. Our second objective is to assess the ability of the GEMS-GRG models to simulate and transport CO originating from the 2004 Alaskan/Canadian wildfires and to further assess the satellite data assimilation procedures used in the GEMS-GRG subproject. This also allows us to assess to what extent data assimilation can compensate for deficiencies in fire emissions inventories. Backward FLEXPART model simulations performed by Stohl et al. (2005) are used to attribute emission sources to the observations. Furthermore, sensitivity tests involving fire emission inventories and injection height are performed using tracers to evaluate ways in which to improve the long-range transport in the models. Because there is considerable interannual variability in global tropospheric CO largely due to variability in boreal forest fires, we begin our study by presenting mean seasonal vertical profiles of the MOZAIC CO data averaged over the period 2002–2007, as well as profiles for the individual years, from several locations around the world. This allows us for the first time to present a climatology of the MOZAIC CO profile data, as well as to characterize the year 2004 which is the focus of the rest of this study.
2 Data and model descriptions

2.1 Measurement data

CO measurements taken as part of the European funded MOZAIC programme (Measurements of ozone and water vapour by Airbus inservice aircraft) are used for model validation in this study. The MOZAIC programme, initiated in 1993, is designed to collect O₃, CO and water vapour data, using automatic equipment installed on-board several European long-range passenger airliners flying regularly all over the world (Marenco et al., 1998). The main objective of the MOZAIC programme is to build a comprehensive dataset of in-situ observations of these trace gases in the upper troposphere (UT) and lower stratosphere (LS) and in vertical profiles. The MOZAIC dataset (1994–2009) is being intensively used for studies of the composition of the atmosphere, trend assessments, chemical and dynamical analyses, validation of CTMs and of satellite retrievals, as well as to evaluate the impact of the global aircraft fleet on the atmosphere. MOZAIC data are available both at cruising altitude and during ascents and descents into the airports. CO measurements are made with an improved version of a commercial model 48CTL from Thermo Environment Instruments, based on the Gas Filter Correlation principle of infrared absorption by the 4.67 micron fundamental vibration-rotation band of CO (Nedelec et al., 2003). CO measurements are taken every 30 s and have a precision of ± [5 ppbv ±5%].

For this study, we use CO vertical profile MOZAIC data taken during the ascent and descent of aircraft at various airports. The raw data are averaged over 150 m height intervals. The monthly statistical scores presented in this study are based on daily averaged profiles. The number of profiles per day varies between airports. For example, three aircraft equipped with MOZAIC instruments are based in Frankfurt, thus there can be as many as six profiles per day available for Frankfurt. However, only one aircraft flies from/to Paris and Vienna so normally there are only two profiles per day available at these airports. Using daily averaged profiles, rather than individual profiles, in calculating the statistical scores allows for the same weight to be given to all days.
The number of profiles per day at a given airport is also determined by factors such as instrument failure or the daily aircraft routing by the airlines. As a result, there may be no profiles available on some days at a given airport. The numbers of days with available profiles at each airport used in this study are indicated on each graph presented.

2.2 GEMS GRG model simulations

The IFS model is a state-of-the-art numerical weather prediction model with 4D var data assimilation capacities (Inness et al., 2009). In this study we analyse two simulations performed with the IFS model coupled to the chemistry transport model MOZART-V1 for the year 2004 (details of the coupling can be found in Flemming et al., 2009). The first is a control run which uses no data assimilation at all, and is hereafter referred to as CTRL. The second simulation uses the full data assimilation (including total column CO MOPITT data) and is hereafter referred to as ASSIM. In addition, we analyse simulations from the three stand-alone GEMS-GRG CTMs (MOZART-V10 (MOZ), TM5-V10:version KNMI-cy3-GEMS (TM5) and MOCAGE (MOC)). A brief description of all models is given in Table 1. The set-up for the ASSIM model is identical to the CTRL model except for the addition of data assimilation (Inness et al., 2009). Further details can be found in Flemming et al. (2009). Note that the stand-alone version of MOZART is a later version than that which was coupled to the IFS model. The main upgrades are that the RETRO ship emissions have been replaced by estimates based on Corbett and Koehler (2003) and the East Asian anthropogenic emissions have been replaced by the REAS inventory (Ohara et al., 2007) but keeping the original RETRO seasonality. In addition, several chemical reaction rates have been updated to JPL-06 (Sander et al., 2006).

To perform the tracer transport simulations used for the sensitivity tests, we use the IFS model with the same set-up as the CTRL run with the coupled system. A lifetime of 50 days, similar to the one of CO, is imposed on the passive tracer. For the sensitivity test comparing the fire emissions inventory, the tracers are injected at the surface as in
the CTRL and ASSIM simulations. For the injection height sensitivity test, tracers are injected at the surface, 6 and 8 km and the Turquety emissions inventory is used.

### 2.3 FLEXPART model simulations

In order to attribute emission sources to the MOZAIC observations we utilize the backward model simulations for the summer 2004 performed by the FLEXPART Lagrangian particle dispersion model (Stohl et al., 2005) at NOAA as part of the ICARTT program. For the simulations used in this analysis, the FLEXPART model was driven by model-level data from ECMWF. The data from the 60 model levels were retrieved fully mass-consistently from ECMWF data in a spectral resolution of T511. The derived gridded data has 1×1 degree resolution globally, but a 0.36×0.36 degree nest is used in the region 108 W–18 E and 18 N–72 N. For emission input, the emission inventory of the EDGAR information system (version 3.2, Olivier and Berdowski (2001)) on a 1×1 degree grid is used outside North America. Over most of North America, the inventory of Frost et al. (2006) is used. This inventory has a resolution of 4 km and also includes a list of point sources. Previous experience has shown that Asian emissions of CO are underestimated (probably by as much as a factor of 2 or more) in the EDGAR inventory, while American CO emissions maybe overestimated. For wildfire emissions of CO, the model uses a daily inventory which was compiled from daily burn areas provided by the Center for International Disaster Information and MODIS hot spot data (further details can be found at http://www.esrl.noaa.gov/csd/ICARTT/analysis/DAILY_FIRE_EMISSIONS). Several simulations are performed using various injection heights in which the fire emissions are evenly distributed from the surface up to a certail model level (150 m, 1 km, 3 km, and 10 km).

### 2.4 Evaluation statistics

Since a large part of the GEMS project was devoted to model validation, much consideration was given to determining the most appropriate definitions of bias and error.
The atmospheric species concentrations can vary by orders of magnitude, thus an important criterion of the metrics was the use of relative (normalized) definitions. In bias assessment when the mean observation is used as the reference, there is an asymmetry between cases of under- and over-prediction. In order to avoid this asymmetry, the modified normalized mean bias (MNMB), which is a normalization based on the mean of the observed and forecast value, has been adopted as the most appropriate definition of bias within the GEMS/MACC project and is used in this study. The MNMB is calculated as follows,

$$\text{MNMB} = \frac{2}{N} \sum \left( \frac{f_i - o_i}{f_i + o_i} \right) \cdot 100\%$$

(1)

where $f_i$ and $o_i$ represent the model forecast and observed values, respectively. The MNMB is bounded by the values $-200\%$ and $+200\%$.

3 MOZAIC CO profiles

We begin this study by presenting the characteristics of seasonal vertical profiles of MOZAIC CO data averaged for the period 2002–2007 from several airports. Based on the availability of data, the following 10 airports were selected to represent different regions of the world: Frankfurt and Paris for Europe, Beijing and Tokyo for East Asia, Caracas and Delhi for low latitude regions, Atlanta and Dallas for the US, and Abu Zabi and Cairo for the Middle East. Mean seasonal CO profiles for the whole period, as well as the profiles for the individual years, are presented in Figs. 1–6 for each of the above mentioned airports. It should be noted that there is a large discrepancy in the number of flights (as indicated on each graph) between the various airports as well as from year to year. Therefore, not all averages for each airport and year are statistically robust.

The 2002–2007 averaged seasonal profiles presented in Fig. 1 show the seasonal and vertical characteristics of CO as well as its regional variability. In general, the vertical profiles are characterized by a boundary layer in the lower troposphere of about
2 km height with concentrations above 150 ppb and a relatively constant profile in the free troposphere with concentrations between 80 and 130 ppb. A noticeable exception is Caracas which has a layer of higher concentrations between 1 and 3 km due to its particular location in a valley 1000 m a.s.l. Globally, throughout the troposphere, CO concentrations are highest in winter and spring (DJF and MAM in the Northern Hemisphere) and lowest in summer and fall (JJA and SON in the Northern Hemisphere) as determined by the seasonal variations of OH (main sink for CO).

In terms of regional variability, Beijing by far has the highest concentrations in the lower troposphere where values reach 2730 ppb near the surface during the winter. Beijing’s polluted lower troposphere is also considerably thicker than in other cities, extending from the ground up to about 4 km. Concentrations in Delhi are also quite high, reaching up to 997 ppb at the surface during SON. In the mid to upper troposphere, Tokyo has CO concentrations as high as those of Beijing, most probably revealing the export of continental Asian pollution. At the other extreme is Abu Zaby which has the lowest CO concentrations, at least in the lower troposphere (less than 200 ppb at the surface). Globally, concentrations increase eastward from Europe to Japan.

The interannual variability in the seasonal averages is shown in Figs. 2–6. Over Frankfurt (Fig. 2), there is little variability in CO during DJF compared to the JJA and SON seasons. This is mostly due to fire emissions as well as photochemical activity which is more favorable in JJA and SON. In JJA, the years 2002 and 2003 have notably higher concentrations throughout the troposphere than the following years. In JJA 2003, Europe experienced a summer heat wave with anomalous concentrations of $\text{O}_3$ and CO over Frankfurt, especially in August (Tressol et al., 2008; Ordóñez et al., 2010). In fall, concentrations in 2002 are considerably higher than the climatological mean. This likely reflects the hemispheric influence of the intense boreal forest fires in fall 2002, particularly over western Russia (Edwards et al., 2004; Yurganov et al., 2005; Kasischke et al., 2005). During the spring, the interannual variability is observed only in the upper troposphere/lower stratosphere region (between 10–12 km), which is the period and location where stratosphere-to-troposphere transport is maximum.
Figure 3 shows the CO profiles over Beijing, one of the most polluted cities in the world. A detailed O₃ climatology can be found in Ding et al. (2008). Note that the scale for Beijing ranges from 0–2500 ppb, unlike in the other plots where the scale ranges from 0–350 ppb. It is also worth noting that there are fewer flights available over Beijing (184) compared to Frankfurt (3801), thus the statistics are less robust. Again, the highest CO concentrations near the surface occur during DJF. The year 2004 was particularly bad with surface concentrations reaching as high as 5725 ppb during DJF. During the other two years in which flights were available (2002 and 2003), CO surface concentrations range between 1000 and 1500 ppb. There is significant interannual variability during all seasons in the lower troposphere, probably due to the various and intense local to regional sources but also to the small number of flights available for each year.

The CO layer in the lower troposphere over Caracas is thickest during MAM when the average concentration reaches 225 ppb near the 2 km layer (Fig. 4). The interannual variability is also greatest during the spring which corresponds to the regional biomass burning period. Surprisingly, surface concentrations are maximum during the fall reaching 350 ppb. The year 2003 shows particularly high concentrations in both the lower troposphere and the upper troposphere during MAM. The year 2002 is also exceptional with a multi-layer CO plume below 2 km and maximum CO concentrations of more than 350 ppb during JJA and SON. As noted over Frankfurt, the period SON 2002 is also characterized by maximum concentrations throughout the troposphere. Although Caracas is quite far south in the tropical Northern Hemisphere, it is possible that the region was also influenced by the intense boreal fires. At this time, we are not aware of any other anomalies which could have caused such an increase in CO throughout the troposphere.

Average CO concentrations near the surface over Dallas reach up to 225 ppb during the winter and 175 ppb during the summer (Fig. 5). Compared to Frankfurt, there seems to be significantly more interannual variability throughout the troposphere, however, this may simply be due to the smaller number of flights available over Dallas. The
year 2003 stands out as having particularly high CO concentrations in the lower troposphere throughout the year (except in SON), with concentrations around one standard deviation above the climatological average. As found at other locations, very high concentrations throughout the troposphere are present during SON 2002, reflecting the global impact of the boreal fires at this time.

Lastly, CO profiles over Cairo are presented in Fig. 6. The largest interannual variability in the lower troposphere occurs during DJF (max in 2003). As in the other regions, SON 2002 presents high CO concentrations throughout the troposphere.

In summarizing the interannual variability of the CO profiles, Figs. 2–6 have shown that the strongest year to year differences occur in DJF and SON. There is no systematic feature in DJF and this strong variability may be due to the variability in local emissions and transport in the absence of destruction by OH. A strong positive CO anomaly throughout the troposphere in the Northern Hemisphere from fall 2002 through summer 2003 has been linked to high levels of boreal forest fire activity, particularly in Russia, during this time (Edwards et al., 2004; Yurganov et al., 2005; Kasischke et al., 2005). The MOZAIC data captures this anomaly well, particularly during the fall of 2002, giving further evidence and emphasizing the Northern Hemispheric impact of these fires. Furthermore, it is worth noting that the MOZAIC database has allowed for the characterization of the CO anomaly in terms of vertical profiles (high concentrations throughout the troposphere). Our dataset has also given a broader picture by including other sites further south than those described in Yurganov et al. (2005) (Caracas for example). It is interesting that our dataset reveals that the anomaly in SON 2002 was more intense and extensive throughout the troposphere (up to 10 km) than the anomaly in summer 2003. The top-down estimates of CO emission anomalies produced by Yurganov et al. (2005) are considerably larger for 2003 than 2002. However, using bottom-up estimates of CO emissions Kasischke et al. (2005) found the opposite. Indiscrepancies between the two estimates are attributed to differences in how the CO emissions from boreal forest fires are estimated. Another factor which could explain why the quasi-global impact of the fires are more pronounced in fall 2002 than
in spring/summer 2003 is that the summer OH maximum leads to more breakdown of CO. Edwards et al. (2004) suggest that the impact of a particular emission event will depend on when it occurs in relation to the OH annual cycle. In a sensitivity test, they found that CO from fires which occur in late summer/early fall rather than early summer will persist longer in the atmosphere and have a more significant impact.

Finally, despite the Alaskan/Canadian wildfires that occurred during the summer, globally the year 2004 had comparably lower CO concentrations. As we have selected this year to evaluate the models performance, it is an important point to keep in mind. Seasonal mean concentrations and standard deviations over the selected airports are given in Tables 2–5. These tables provide not only a quantitative reference for the global evaluation presented in the next section, but also an available reference for the wider community (modelling, satellite, regional air quality, etc.) for validation purposes.

4 Global assessment of modelled CO with MOZAIC data

In this section we compare modelled estimates of monthly averaged CO from the stand-alone CTMs (MOZ, TM5 and MOC) and the coupled IFS/MOZART-V1 system to the observed MOZAIC CO data measured near several airports during the year 2004. As a sensitivity test of the data assimilation process, we analyze both a coupled IFS/MOZART-V1 simulation with full data assimilation (ASSIM) and a control run with no data assimilation (CTRL). Because we are most interested in assessing how the assimilation of CO satellite data affects the simulation, ideally our control simulation would exclude only the assimilation of CO. However, because of limited computer resources the control simulation did not assimilate meteorological observations itself but was updated to meteorological fields from ECMWF operational analysis every 24 h. This implies small differences in the underlying wind fields but as shown in Flemming et al. (2009), these meteorological differences do not noticeably change the forecast quality of the trace gases. A more severe limitation of the control simulation is that it was only run for the months of June and July so only a summer comparison is possible.
It should also be noted that the MOC CTM was only run for the months of January–September. The models are being compared with the profile data over the 10 airports representing the different regions of the world presented in the previous section. An important point to keep in mind while interpreting the results is that we are comparing point data over cities to model grid boxes, thus we might expect some underestimation by the models particularly near the surface.

The modified normalized mean biases (MNMB) for CO are calculated at different atmospheric layers for each month using daily averaged profiles from the various airports (Figs. 7–11). The different atmospheric layers are defined as follows: surface layer (<950 hPa), boundary layer (950–850 hPa), free troposphere (850 hPa up to 1 km below the tropopause) and upper troposphere (1 km below the tropopause up to the tropopause, where the tropopause is defined as the highest level with a lapse rate lower than 2 K/km). In order to conserve space, figures are shown for only one of the airports from each of the five regions of interest, however we analyze and discuss results from all ten airports. Figures for the remaining five airports are provided as supplementary material (http://www.geosci-model-dev-discuss.net/3/391/2010/gmdd-3-391-2010-supplement.pdf).

In Europe (Frankfurt and Paris), the models generally underestimate CO except in the upper troposphere where they tend to overestimate it (Fig. 7). Overall, the coupled IFS/MOZART-V1 model has significantly smaller biases than the three stand-alone CTMs. In most cases, the CTRL biases are smaller than the CTM biases but not as small as the ASSIM biases, suggesting improvements made by the coupled model are likely the result of both the CO assimilation as well as the better transport provided by the IFS coupled dynamical model. However, it is difficult to make conclusive statements about the performance of the CTRL model since it was only run for June and July. Biases are largest in the surface and boundary layers (ranging up to −50% for the CTMs and up to −25% for the coupled models) which is probably indicative of a problem in the emissions inventory. In general, the largest biases occur during the winter months when CO concentrations are maximum, while the smallest biases occur
during the fall months when concentrations are minimum. This further supports the argument that a significant part of the model biases are related to deficiencies in the emission inventories which are too low. Among the CTMs, MOC has the highest biases during the summer months, but performs much better during the first part of the year (January–April). Biases in the upper troposphere are mainly between $\pm 25\%$. Unlike in the free troposphere, improvements made by the ASSIM model are much less evident in the upper troposphere where the MOPITT signal is very weak.

Compared to Europe, negative biases are much higher in East Asia (Tokyo and Beijing), reaching $>100\%$ near the surface during some months over Beijing (Fig. 8). Similar to Europe, CO is mostly underestimated in the free troposphere, boundary and surface layers. Biases are especially high over Beijing near the surface and in the boundary layer where even the coupled models are not performing well. In fact, in the boundary layer the CTMs have lower biases than the coupled models during most of the year. This is most likely due to the fact that both MOZ and TM5 use the REAS inventory which has higher emissions over South-east Asia than the RETRO inventory used by the coupled models. In the free troposphere, the ASSIM model does show improvement compared to the CTMs during most months. Although biases are slightly smaller over Tokyo (not shown), they are still quite large with values $>50\%$ near the surface during much of the year. Unlike over Beijing, the ASSIM model shows improvement over the CTMs in many of the cases in the surface and boundary layers, although not in all months. Perhaps this is because the assimilation is able to capture much of the pollution originating upwind in Northern China. MOC performs quite well in the lower troposphere over Tokyo compared to the other CTMs.

Biases in the low latitude regions which are represented by Delhi in Southeast Asia Fig. 9 and Caracas in tropical South America (not shown) are less consistent than in other regions. While Caracas shows a general underestimation of CO by the models in the free troposphere and surface and boundary layers, Delhi does not exhibit any general consistent model behavior. The biases are quite high throughout the troposphere over Delhi, reaching over 100% near the surface in some months. Similar to Beijing
where CO concentrations can be very high near the surface, it is not clear whether there is an improvement with the coupled models, especially in the surface and boundary layers. Likewise over Caracas, we do not see a clear improvement in the biases of the coupled models as compared to the stand-alone CTMs.

Biases over the US (Atlanta and Dallas) indicate that the models generally underestimate CO in the free troposphere and surface and boundary layers, as found over most of the other cities (Fig. 10). CTM biases are mostly between −25 and −50% near the surface and between 0 and −25% in the free troposphere, over both Atlanta and Dallas. In this region, there is a clear improvement in the biases of the ASSIM model as compared to the CTMs, especially during the late winter and early spring months as also noted over Europe. This is perhaps due to the fact that the assimilation is compensating for biases in the emissions which are larger during this time of year when CO concentrations are maximum, and also due to the better performance by the coupled model during the transitional spring season in the mid-latitude regions. In the free troposphere, biases are mostly between 0 and −25%, and the CTMs perform best during the late summer and early fall months.

Biases for the Middle East region are represented by Abu Zaby (Fig. 11) and Cairo (not shown). During the summer, biases are high (and negative) near the surface over Abu Zaby (>50%), but of smaller magnitude during the rest of the year when data are available. In the boundary layer, the CTMs tend to underestimate CO by 0–35%, while the ASSIM model has a tendency to overestimate with biases ranging from −5 to +15%. The ASSIM model also tends to slightly overestimate CO in the free troposphere, which is a feature generally not observed over most of the other cities. Unfortunately, there are not many flights over Cairo to compare results. However, during the few months in which data are available (January, February, March, May and October) the ASSIM model biases are smaller than for the CTMs most of the time, particularly in the boundary layer and free troposphere.

Although the results are not shown here, we recalculated the model biases separately for daytime (09:00–18:00 LT) and nighttime (00:00-09:00 and 18:00–00:00 LT)
hours to determine whether the time of day has an effect on the biases. In general, biases tend to be lower during the nighttime than at daytime in the surface (by 0–25%) and boundary (by 0–15%) layers, while in the free troposphere there is little difference. Because diurnal changes are not represented in the emissions data, this indicates that the emissions are actually represented by their minimum within a daily cycle.

In order to assess how well the models reproduce the day-to-day variability in Europe and the US, two examples of daily averaged CO timeseries are presented in Figs. 12–13. Overall, the IFS coupled system with assimilation, ASSIM, is adequately reproducing both the variability and concentrations. However, there are some peaks that the IFS coupled system is not able to reproduce, such as on 22 July at 500 hPa over Frankfurt, which might occur for several reasons. It generally takes the MOPITT satellite about 4 days to get full coverage of the Earth, thus specific events such as this may not be captured by MOPITT. Another possible reason is that meso-scale CO plumes may not be seen by MOPITT, so are therefore not assimilated. In general, the CTRL simulation does not capture the daily variability in CO as well as the ASSIM simulation. This is especially evident over Frankfurt where CO peaks during the latter half of July are reproduced by the ASSIM simulation but not the CTRL simulation. This is clear indication of the improvements gained by the assimilation process. The free CTMs underestimate CO concentrations, particularly at lower levels (850 and 700 hPa). CTM biases are of smaller magnitude at the upper levels (500 and 300 hPa). In general at the lower levels, MOCAGE tends to have the largest biases while MOZART and TM5 perform noticeably better, especially over Frankfurt. For example, over Frankfurt in July at 850 hPa MOCAGE has a MNMB of –33%, while MOZART and TM5 have MNMBs of –13 and –16%, respectively. Over Atlanta at 850 hPa in June MOCAGE has a MNMB of –29%, while MOZART and TM5 have biases of –18 and –21%, respectively. In general, model biases are lower at the upper levels. For example, at 500 hPa over Atlanta MOCAGE, MOZART and TM5 have biases of –13, –6, and –10%, respectively. Contrarily, the correlation coefficients are mostly better at the lower levels than the upper levels.
5 Biomass burning signature in MOZAIC data

In this section we examine how well the stand-alone CTMs and the IFS coupled system with assimilation (ASSIM) can simulate the long-range transport of CO plumes originating from biomass burning during the 2004 Alaskan/Canadian wildfires at three downwind locations: Washington, Paris and Frankfurt. As in the previous section, we include the coupled IFS/MOZART-V1 control simulation with no data assimilation (CTRL) in our analysis in order to provide some insight on the sensitivity to the assimilation process. We select four case studies, based on the availability of FLEXPART model simulations, in which CO plumes have been transported from Alaska. First we present MOZAIC vertical profiles for each case study along with the FLEXPART diagnosis which supports the claim that the CO plumes did actually originate from the Alaskan/Canadian wildfires. Then we examine how well the stand-alone CTMs and IFS coupled system with assimilation are able to reproduce the CO plumes observed in the MOZAIC data.

In addition, following results from other studies which suggest that emissions from boreal forest fires can be injected as high into the atmosphere as the upper troposphere/lower stratosphere (Jost et al., 2004; Damoah et al., 2006; Leung et al., 2007), we investigate to what extent the injection height in the IFS model affects the long-range transport of fire emissions. Furthermore, to test how sensitive the model is to the fire emissions inventory, an additional simulation is performed using the inventory compiled by Turquety et al. (2007) for North America during the year 2004, rather than the GFED inventory.

5.1 Description of case studies

- CASE 1: measurements were taken on a descending flight over Paris on 22 July 2004 at 03:24 UTC landing time (Fig. 14, top left). A CO plume is present in the MOZAIC data between approximately 3 and 6 km with maximum concentrations reaching 250 ppb. The FLEXPART backward model run shows CO due to fire
emissions present in concentrations of 40–160 ppb at this level. There is also another FLEXPART plume between 8–10 km with concentrations up to 160 ppb, although in the MOZAIC data this plume is higher and much weaker (110 ppb). The CO plume between 3–6 km is present in the FLEXPART simulations regardless of the injection height used, therefore this case is considered rather insensitive to injection height. The contribution of European emissions ranges from 0–30 ppb from 500 m to 2 km.

– CASE 2: measurements were taken on an ascending flight from the Frankfurt airport on 22 July 2004 at 08:48 UTC takeoff time (Fig. 14, top right). A very deep CO layer exists between 4.5–7 km as well as a thin layer around 8.5 km with concentrations up to 225 ppb. The FLEXPART backward model run with an injection height of 10 km simulates a CO plume in which the altitude range is in good agreement with MOZAIC observations, and in this case the FLEXPART results are very sensitive to the assumed injection height. Peaks of Flexpart CO for biomass fires is of around 160 ppbv, and when added to a tropospheric background of about 100 ppbv makes CO in excess of 220 ppbv, which is in relatively good agreement with the MOZAIC profile. European emissions significantly contribute to CO below 2 km with a magnitude of 60 ppbv.

– CASE 3: measurements were taken on an ascending flight from the Frankfurt airport on 23 July 2004 at 08:54 UTC takeoff time (Fig. 14, bottom left). The CO plume here lies between 3.5–5 km over Frankfurt with concentrations up to 275 ppbv. The FLEXPART backward model run leads to CO concentrations of up to 120 ppb between 4–5.5 km in the upper part of the CO plume seen in the MOZAIC data. According to the FLEXPART simulations, CO concentrations are sensitive to the injection height. The contribution of European emissions below 4 km range from 0 to 90 ppb.

– CASE 4: measurements were taken on a descending flight into the Washington airport on 30 June 2004 at 17:00 UTC landing time (Fig. 14, bottom right). This
case was also examined by Cammas et al. (2009) in a study involving the injection of biomass fire emissions into the lower stratosphere and its long-range transport. There are 3 distinct CO plumes present; the first between 2.5 and 4 km, the second between 4.0 and 6 km, the third between 6 and 8 km. The CO concentrations within the plumes are around 150–190 ppb. The FLEXPART backward model run with an injection height of 10 km indicates that the CO mixing ratios observed in the Washington area originated from the Alaskan wildfires. The altitudes of the 2 layers of the North American biomass burning tracer transported by FLEXPART are well correlated with 2 of the 3 layers observed by MOZAIC. When a 10 km injection height is specified, maximum CO concentrations in the 7 km and 3.5 km altitude layers are about 115 and 70 ppb, respectively. None of the CO plumes exist, except for a very weak one between 3–4 km, when an injection height of 3 km, 1 km or 150 m is used, suggesting that this case is highly sensitive to injection height. CO resulting from American anthropogenic emissions are only present between 0 to 3–4 km, with concentrations from 50 ppb to 80 ppb near the surface.

5.2 Model comparison

The modelled and observed CO vertical profiles for each of the case studies are presented in Fig. 15. In case study 1 over Paris, the only CTM which is able to capture a small hint of the CO plume is MOZ. Although the concentrations in the MOZ plume are very weak and the layer is too thick and not well placed in comparison to the MOZAIC data, it is encouraging that the model is able to transport the CO emissions such long distances. One factor to keep in mind is the coarser horizontal resolution of MOC and TM5 (3° × 2°) compared to MOZ and the coupled models (1.875° × 1.895°) which inhibits their ability to represent small-scale plumes. The ASSIM model does a slightly better job than the stand-alone MOZ model in terms of concentration, but the plume is still too weak and not well vertically distributed. The plume from the CTRL coupled model with no assimilation is similar to that of MOZ, suggesting that the slight improvement seen in the ASSIM model is mainly due to the CO assimilation. In case 2 over Frank-
In case 4 over Washington, the CO plume is more complex with 3 distinct layers. From the 3 CTMs only MOZ shows signs of 2 weak plumes which to some extent match the 4 km and 7 km layer plumes in the MOZAIC data. The ASSIM model also shows weak signs of the multi-layer CO plume found in the data, whereas the CTRL model does not, indicating that it is the assimilation that is improving the long-range transport of CO. Unlike in cases 1–3, in the lower troposphere below about 2.5 km the ASSIM model over-estimates CO by about 50 ppb in comparison to the MOZAIC data, whereas the biases for the CTRL model are substantially smaller. It is possible that this is an effect of the simplified assimilation process in the IFS coupled system in which the total column CO is assimilated without further information of it's vertical profile. Because MOPITT's sensitivity to CO concentrations in the lower troposphere varies widely (Deeter et al., 2007), a more realistic approach to the assimilation process would be to determine from the analysis of MOPITT averaging kernels where and when the measurements offer useful sensitivity to lower tropospheric CO.

5.3 Sensitivity to fire emissions

In order to evaluate how sensitive the IFS/MOZART-V1 model is to the fire emissions inventory we perform two tracer simulations, one using the 8-daily GFEDv2 inventory and another using the daily inventory compiled by Turquety et al. (2007). The emissions from both inventories are shown in Fig. 6 in the online supplementary material (http://www.geosci-model-dev-discuss.net/3/391/2010/gmdd-3-391-2010-supplement.pdf). The Turquety data clearly show a much higher CO emission rate than the GFED data, in large part because they have taken into account peat burning in their estimates. This and the fact that the data are daily have a
significant impact on the long-range transport of CO. Tracer profiles from the two simulations as well as the corresponding MOZAIC CO profile from the four case studies discussed in the previous section along with four additional examples are presented in Fig. 16. The solid lines represent tracers injected at the surface as in the CTRL and ASSIM simulations. The dashed and dotted lines are discussed in the following section regarding injection height. Although we can not directly compare the tracer plumes which only represent CO due to biomass burning to the observed profiles (black solid lines), the MOZAIC CO data serve as a proxy for the location and depth of the transported plumes.

In the first two cases over Washington, neither the GFED nor the Turquety tracer emitted at the surface show the presence of a significant plume. However in the rest of the cases which are over Paris and Frankfurt, the Turquety tracer plume is clearly in better agreement with the observed CO plumes than the GFED plume. One possible factor which might explain why the plumes seem better represented over Europe than Washington, which is closer to the sources, could be related to the period in which the fires occurred. The two cases over Washington occurred near the end of June and the fire emissions previous to those days were weaker, while the cases over Paris and Frankfurt occurred in July when the fires were more intense (see Fig. 6 in the online supplementary material, http://www.geosci-model-dev-discuss.net/3/391/2010/gmdd-3-391-2010-supplement.pdf). Thus, the larger amount of emissions emitted in July would more likely be transported farther downwind. Another contributing factor could be related to the injection height. The meteorological conditions and the intensity of the fires during the late June fires may have been more favorable to higher injection heights (Damoah et al., 2006), and as a consequence the surface injection height used by the model was not sufficient to reproduce the observed plume. This is supported by the fact that the FLEXPART simulation for case 4 (30 June over Washington) was also found to be highly sensitive to the injection height (see Fig. 14, bottom right). Note that the FLEXPART simulations also used fire emissions at daily resolution.

These results support findings from other studies which highlight deficiencies in cur-
rent fire emission inventories for modelling purposes (French et al., 2004; van der Werf et al., 2006; Turquety et al., 2007). However, despite the clear improvement in using the Turquety data, the plumes in most of the cases are still notably weaker at the downwind locations over Europe than the observed CO plumes, except perhaps on 22 July when the plumes are quite deep.

5.4 Sensitivity to injection height

For the models used in this study, emissions were injected at relatively low heights in the atmosphere (see Sect. 2 for details). We performed simulations in which a tracer is injected over the wildfire regions of Alaska/Canada during the summer of 2004 at several different model levels (surface, 6 and 8 km). The Turquety fire emissions inventory is used in these simulations.

The profiles of the tracers at the various injection heights are represented by the purple lines in Fig. 16. The impact of the injection height on the long-range transport of the tracer is variable. In some of the cases, the tracers injected at 6 or 8 km produce plumes with higher concentrations than the tracer injected at the surface. For example, for the two cases over Washington during late June the tracer injected at the surface does not show any presence of a plume as noted in the previous section. However, the 6 and 8 km tracers are represented by plumes over Washington, although the location and depth of the plumes do not exactly match the observed ones. In the 26 June case, both the 6 and 8 km tracer plumes are located near the same altitude as the observed plume but are not as deep. In the 30 June case, the 6 km tracer plume matches quite well in location and depth to the observed lower plume but the middle and upper plumes are not represented. Contrarily, the 8 km tracer produces a multi-layered plume but it is considerably weaker than the observed one. In other cases, the injection height does not seem to have an effect on the long-range tracer transport, for example for the cases over Paris and Frankfurt on 22–23 July. The fact that the tracer concentration maximizes nearby the altitude of the CO plume at the downwind site regardless of the injection height could indicate that cloud convection and biomass
fire emissions occur at the same time in the same grid mesh of the model, and that convection is contributing to the vertical transport.

In order to get a broader picture of how the tracers are being transported in the model we examine spatial maps and vertical cross-sections of the different tracers on select days (Figs. 17 and 18). In comparing the spatial maps of tracer burden (integrated from the surface to approximately 100 hPa) on 30 June, we see that although the concentrations vary somewhat among the different tracers, the spatial pattern over North America is quite similar indicating that the surface tracer is getting transported downwind (Fig. 17). However, the concentrations are considerably weaker than the 6 and 8 km tracer over the northeast US and Europe. The longitudinal vertical cross-sections show that the largest differences in tracer concentrations occur near the source region of Alaska and western Canada. This is expected since the tracers are injected at various heights here, thus we see the largest concentration of the surface tracer in the lower troposphere and the largest concentration of the 8 km tracer in the mid- to upper-troposphere. Over the eastern US and Canada (50° W to 90° W) and Europe (0 to 25° E), the 6 km and 8 km tracers have quite similar concentrations while the downwind transport is considerably weaker.

Similar maps of tracer burdens and longitudinal vertical cross-sections for 22 July are presented in Fig. 18. As in the other case, the overall spatial pattern is quite similar but the concentration varies among the tracers. The surface tracer concentrations are higher near the source region and lower further downwind than the 6 and 8 km tracers. The 8 km tracer concentrations are higher than the 6 km tracer concentrations along the US Eastern seaboard but surprisingly lower in the plume extending to the northwest of Europe. Nonetheless, in the tracer profiles shown in Fig. 16 the surface and 8 km tracer plumes appear to be deeper than the 6 km tracer plume. On a closer inspection of the 2-D spatial maps we see that the 8 km plume indeed extends farther into France and Germany, despite being less intense than the 6 km plume. Likewise, the surface tracer plume also extends farther into Europe.

While we clearly see enhanced long-range transport of the tracers with higher injec-
tion heights compared to the surface injection height, it is difficult to conclude whether the 8 km tracer is more representative of the transport of CO emitted from the biomass burning than the 6 km tracer. One factor not addressed in this study is the sensitivity of the plumes to the model’s horizontal resolution. A higher resolution might produce plumes which are more defined in their extent and of higher concentrations. In reality, there is considerable uncertainty associated with the injection height of emissions from boreal fires, as the heights vary with the intensity of the fire and the present synoptic conditions. Given the temporal and spatial variability of the injection height, a parameterization that mimics pyro-convective processes would be more accurate.

6 Conclusions

In the first part of this study we have presented a CO vertical profile seasonal climatology (2002–2007) and interannual variability analysis using MOZAIC aircraft data from airports representing different regions around the world. At most locations the highest concentrations, as well as the largest interannual variability, occur during the winter season (DJF). The quasi-global impact of the intense boreal fires during the fall of 2002 documented in other studies (Edwards et al., 2004; Yurganov et al., 2005; Kasischke et al., 2005) is also well captured by the MOZAIC data. Furthermore, the MOZAIC data show that the impact extends throughout the entire troposphere. This illustrates the usefulness of the MOZAIC data in assessing the global impact of boreal forest fires and other events which have large-scale influences.

In the second part of this study we have presented a general global validation of CO estimates produced by the GEMS GRG models (3 stand-alone CTMs and the IFS/MOZART-V1 coupled model) using the MOZAIC data for the year 2004. Comparing coupled model runs with and without data assimilation as well as offline CTMs has allowed us to quantify the potential gain brought about by using an online model with 4D-VAR data assimilation. We find that the CTMs tend to underestimate CO in the free troposphere and boundary and surface layers, while they overestimate CO in the
upper troposphere. In general, the models perform best over Europe and the US where biases range from 0 to –25% in the free troposphere and from 0 to –50% in the surface and boundary layers. The ASSIM simulation has significantly lower biases (by up to 25%) in the free troposphere, surface and boundary layers than the CTMs in these regions, indicating that the data assimilation is beneficial. Furthermore, in examining daily variability of CO over Atlanta and Frankfurt the ASSIM simulation shows a clear improvement in comparison to the CTM runs as well as the CTRL simulation with no assimilation. The fact that the ASSIM simulation performs significantly better than the CTRL simulation suggests that the data assimilation, and not the online coupling, is largely responsible for the reduced biases. However, a CTRL simulation for the entire year is needed to confirm this finding. In other areas, such as the low latitude regions and Beijing, the coupled models did not show much improvement compared to the stand-alone CTMs.

The fact that the models tend to underestimate CO the most when and where emissions are highest (during the winter in the daytime and in the surface and boundary layers), suggests that the emission inventories are probably too low. Although part of the models underestimation, particularly near the surface, might be due to the fact that we have compared point measurements to model grid boxes, improvements in the estimation of the emissions are still necessary in order to properly evaluate the model performances. Nonetheless, the results presented here clearly indicate that data assimilation is effective in reducing the model biases. A more comprehensive multi-year validation with a complete control simulation for all months will be useful in further assessing the improvements due to data assimilation.

Finally, in the last part of this study we assessed how well the GEMS GRG models were able to simulate and transport CO originating from the Alaskan/Canadian wildfires during the summer of 2004. Several case studies were analysed to see if the models could transport the CO plumes downwind to the eastern US and Europe. Overall the ASSIM model performed better than the other models, however, the CO plumes were still much too weak in terms of concentrations and not always at the correct altitude.
in comparison to the MOZAIC observed profiles, showing that assimilation alone is not sufficient for compensating for other model inadequacies. A sensitivity test using the Turquety inventory showed that the emissions play a significant role in the model's performance. The fact that the Turquety inventory has a daily resolution and takes into account peat burning which yields a higher amount of emissions led to an overall better representation of the downwind CO plume in most of the cases when compared to simulations using the GFEDv2 inventory. These results are in agreement with other studies which have reported deficiencies in current fire emissions inventories (French et al., 2004; van der Werf et al., 2006; Turquety et al., 2007).

Another factor contributing to the model's poor representation of the CO plumes is the low injection height. While results from the sensitivity test indicate that in some cases using a higher injection height can improve the transport of the CO plumes downwind, in other cases the impact is not evident. This reflects the true variability associated with the injection height of emissions from boreal fires. The heights vary considerably with the intensity of the fire and the present synoptic conditions, therefore a parameterization which is based on these factors would be most accurate. The models’ horizontal and vertical resolution also affects their ability to represent small-scale plumes. It is likely that increasing the model’s resolution would improve the simulation of these plumes. Finally, the fact that the depth of the CO plumes is not well represented in the troposphere, and that in some cases the CO appears to be over-compensated for in the PBL (i.e. Case 1) suggests that some improvements could be made in the assimilation process. In the near future, a better methodology to assimilate CO from MOPITT, i.e. using averaging kernels and better analysing the MOPITT sensitivity to CO concentrations in the lower troposphere, is expected to bring further improvements in the global modelling of the tropospheric CO.
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### Table 1. Brief description of models. As described at http://www.ecmwf.int.research/ifsdocs/CY31r1/index.html.

<table>
<thead>
<tr>
<th>Institution</th>
<th>CTRL</th>
<th>MOZ</th>
<th>MOC</th>
<th>TMS (KNMI-cy3-GEMS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contact author</td>
<td>ECMWF</td>
<td>MPI Meteorology</td>
<td>Météo France</td>
<td>KNMI</td>
</tr>
<tr>
<td>Resolution</td>
<td>1.875° × 1.895°</td>
<td>1.875° × 1.895°</td>
<td>2° × 2°</td>
<td>3° × 2°</td>
</tr>
<tr>
<td>Vertical levels</td>
<td>60</td>
<td>60 ECMWF (1-h)</td>
<td>60 ECMWF (6-h)</td>
<td>60 ECMWF (6-h)</td>
</tr>
<tr>
<td>Meteorology</td>
<td>ECMWF (6-h)</td>
<td>ECMWF (6-h)</td>
<td>ECMWF (6-h)</td>
<td>ECMWF (6-h)</td>
</tr>
<tr>
<td>Tropospheric chemistry</td>
<td>MOZART chemistry, Horowitz et al. (2003) with extension to the stratosphere Kinnison et al. (2007) 71 photolytic reactions 100 gas species 289 gas-phase reactions</td>
<td>RACMOBUS, combining RACM scheme Stockwell et al. (1997) for troposphere and REPROBUS Lefèvre et al. (1994) 118 species and 350 reactions Off-line photolysis Madronich and Flocke (1998) but impact of clouds calculated on-line</td>
<td>Adapted from CBM4</td>
<td>Adapted from CBM4</td>
</tr>
<tr>
<td>Vertical diffusion</td>
<td>Eddy diffusivity mass flux scheme&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Holtslag and Boville (1993)</td>
<td>Adapted from Louis (1979)</td>
<td>Holtslag and Moeng (1991) for near surface, Louis (1979) for free troposphere</td>
</tr>
<tr>
<td>Wildfire emissions</td>
<td>GFEDv2 monthly data van der Werf et al. (2006)</td>
<td>GFEDv2 8-daily data van der Werf et al. (2006)</td>
<td>GFEDv2 8-daily data van der Werf et al. (2006)</td>
<td>GFEDv2 8-daily data van der Werf et al. (2006)</td>
</tr>
<tr>
<td>Injection heights</td>
<td>Emissions are used as surface boundary conditions for the diffusion scheme so no injection height</td>
<td>Emissions are used as boundary conditions for the diffusion scheme so no injection height</td>
<td>HTAP</td>
<td>30% between 0-1 km 10% between 1-2 km 20% between 2-3 km 40% between 3-6 km</td>
</tr>
</tbody>
</table>
Table 2. DJF CO 2002–2007 climatology in ppbv averaged for several atmospheric layers. Standard deviation given in parenthesis. SL (surface layer) = <950 hPa, BL (boundary layer) = 950–850 hPa, FT (free troposphere) = 850hPa up to 1 km below the tropopause, and UT (upper troposphere) = 1 km below the tropopause up to the tropopause, where the tropopause is defined as the highest level with a lapse rate lower than 2 K/km. PAR = Paris, FRA = Frankfurt, ATL = Atlanta, NYC = New York, NRT = Tokyo, BEI = Beijing, CAI = Cairo, ABU = Abu Zaby, CCSvCaracas, DEL = Delhi.

<table>
<thead>
<tr>
<th></th>
<th>PAR</th>
<th>FRA</th>
<th>ATL</th>
<th>NYC</th>
<th>NRT</th>
<th>BEI</th>
<th>CAI</th>
<th>ABU</th>
<th>CCS</th>
<th>DEL</th>
</tr>
</thead>
<tbody>
<tr>
<td>SL</td>
<td>251 (41)</td>
<td>271 (26)</td>
<td>245 (48)</td>
<td>279 (20)</td>
<td>280 (44)</td>
<td>1925 (1558)</td>
<td>243 (60)</td>
<td>167 (9)</td>
<td>149 (15)</td>
<td>542 (172)</td>
</tr>
<tr>
<td>BL</td>
<td>176 (33)</td>
<td>175 (10)</td>
<td>179 (14)</td>
<td>186 (7)</td>
<td>205 (24)</td>
<td>536 (264)</td>
<td>161 (37)</td>
<td>132 (10)</td>
<td>147 (19)</td>
<td>200 (31)</td>
</tr>
<tr>
<td>FT</td>
<td>147 (23)</td>
<td>140 (2)</td>
<td>130 (6)</td>
<td>143 (2)</td>
<td>159 (18)</td>
<td>214 (65)</td>
<td>129 (16)</td>
<td>112 (9)</td>
<td>119 (12)</td>
<td>119 (2)</td>
</tr>
<tr>
<td>UT</td>
<td>130 (16)</td>
<td>127 (3)</td>
<td>115 (6)</td>
<td>129 (4)</td>
<td>129 (13)</td>
<td>137 (48)</td>
<td>111 (12)</td>
<td>103 (6)</td>
<td>92 (2)</td>
<td>104 (6)</td>
</tr>
</tbody>
</table>
Table 3. Same as Table 2 except for MAM.

<table>
<thead>
<tr>
<th></th>
<th>PAR</th>
<th>FRA</th>
<th>ATL</th>
<th>NYC</th>
<th>NRT</th>
<th>BEI</th>
<th>CAI</th>
<th>ABU</th>
<th>CCS</th>
<th>DEL</th>
</tr>
</thead>
<tbody>
<tr>
<td>SL</td>
<td>270  (99)</td>
<td>254  (26)</td>
<td>219  (13)</td>
<td>238  (33)</td>
<td>274  (42)</td>
<td>612  (277)</td>
<td>216  (9)</td>
<td>179  (1)</td>
<td>191  (49)</td>
<td>535  (176)</td>
</tr>
<tr>
<td>BL</td>
<td>201  (34)</td>
<td>186  (7)</td>
<td>204  (26)</td>
<td>193  (14)</td>
<td>222  (20)</td>
<td>360  (87)</td>
<td>172  (13)</td>
<td>127  (11)</td>
<td>200  (59)</td>
<td>177  (27)</td>
</tr>
<tr>
<td>FT</td>
<td>161  (13)</td>
<td>148  (5)</td>
<td>140  (4)</td>
<td>154  (5)</td>
<td>171  (20)</td>
<td>192  (14)</td>
<td>124  (12)</td>
<td>110  (3)</td>
<td>141  (18)</td>
<td>138  (10)</td>
</tr>
<tr>
<td>UT</td>
<td>142  (11)</td>
<td>135  (3)</td>
<td>125  (6)</td>
<td>138  (8)</td>
<td>152  (23)</td>
<td>139  (9)</td>
<td>111  (7)</td>
<td>103  (1)</td>
<td>103  (5)</td>
<td>110  (5)</td>
</tr>
</tbody>
</table>
Table 4. Same as Table 2 except for JJA.

<table>
<thead>
<tr>
<th></th>
<th>PAR</th>
<th>FRA</th>
<th>ATL</th>
<th>NYC</th>
<th>NRT</th>
<th>BEI</th>
<th>CAI</th>
<th>ABU</th>
<th>CCS</th>
<th>DEL</th>
</tr>
</thead>
<tbody>
<tr>
<td>SL</td>
<td>169 (15)</td>
<td>191 (29)</td>
<td>207 (22)</td>
<td>221 (41)</td>
<td>253 (23)</td>
<td>719 (172)</td>
<td>231 (8)</td>
<td>245 (95)</td>
<td>176 (61)</td>
<td>329 (82)</td>
</tr>
<tr>
<td>BL</td>
<td>145 (20)</td>
<td>145 (17)</td>
<td>173 (13)</td>
<td>191 (28)</td>
<td>179 (17)</td>
<td>454 (16)</td>
<td>163 (22)</td>
<td>123 (10)</td>
<td>158 (23)</td>
<td>166 (31)</td>
</tr>
<tr>
<td>FT</td>
<td>127 (16)</td>
<td>119 (8)</td>
<td>123 (9)</td>
<td>137 (9)</td>
<td>137 (14)</td>
<td>185 (22)</td>
<td>92 (15)</td>
<td>107 (5)</td>
<td>100 (15)</td>
<td>124 (18)</td>
</tr>
<tr>
<td>UT</td>
<td>117 (14)</td>
<td>111 (7)</td>
<td>108 (8)</td>
<td>116 (11)</td>
<td>128 (13)</td>
<td>132 (18)</td>
<td>83 (15)</td>
<td>98 (4)</td>
<td>86 (5)</td>
<td>107 (18)</td>
</tr>
</tbody>
</table>
Table 5. Same as Table 2 except for SON.

<table>
<thead>
<tr>
<th></th>
<th>PAR</th>
<th>FRA</th>
<th>ATL</th>
<th>NYC</th>
<th>NRT</th>
<th>BEI</th>
<th>CAI</th>
<th>ABU</th>
<th>CCS</th>
<th>DEL</th>
</tr>
</thead>
<tbody>
<tr>
<td>SL</td>
<td>194 (26)</td>
<td>242 (54)</td>
<td>202 (26)</td>
<td>249 (10)</td>
<td>240 (42)</td>
<td>869 (448)</td>
<td>288 (27)</td>
<td>189 (20)</td>
<td>238 (106)</td>
<td>556 (178)</td>
</tr>
<tr>
<td>BL</td>
<td>144 (21)</td>
<td>155 (21)</td>
<td>157 (17)</td>
<td>166 (18)</td>
<td>174 (33)</td>
<td>365 (89)</td>
<td>154 (21)</td>
<td>117 (0)</td>
<td>175 (45)</td>
<td>229 (34)</td>
</tr>
<tr>
<td>FT</td>
<td>117 (14)</td>
<td>123 (14)</td>
<td>108 (8)</td>
<td>115 (15)</td>
<td>135 (23)</td>
<td>159 (17)</td>
<td>108 (14)</td>
<td>106 (6)</td>
<td>112 (4)</td>
<td>122 (20)</td>
</tr>
<tr>
<td>UT</td>
<td>105 (10)</td>
<td>112 (13)</td>
<td>97 (10)</td>
<td>96 (16)</td>
<td>117 (12)</td>
<td>116 (12)</td>
<td>94 (17)</td>
<td>93 (10)</td>
<td>92 (9)</td>
<td>96 (8)</td>
</tr>
</tbody>
</table>
Fig. 1. Averaged CO profile seasonal averages for the period 2002–2007. n is the total number of flights. PAR = Paris, FRA = Frankfurt, ATL = Atlanta, NYC = New York, NRT = Tokyo, BEI = Beijing, CCS=Caracas, DEL = Delhi, CAI = Cairo, ABU = Abu Zaby.
Fig. 2. CO profile seasonal averages over Frankfurt for the years 2002–2007. n is the number of flights during the season.
Fig. 3. Same as Fig. 2 but for Beijing.
Fig. 4. Same as Fig. 2 but for Caracas.
Fig. 5. Same as Fig. 2 but for Dallas.
Fig. 6. Same as Fig. 2 but for Cairo.
Fig. 7. Monthly Modified Normalized Mean Bias (MNMB) based on daily averaged profiles over Frankfurt. The numbers in parenthesis at the bottom of the graph represent the number of days with available profiles.
Fig. 8. Same as Fig. 7 except over Beijing.
Fig. 9. Same as Fig. 7 except over Delhi.
Fig. 10. Same as Fig. 7 except over Atlanta.
Fig. 11. Same as Fig. 7 except over Cairo.
Fig. 12. Timeseries of CO for June daily averaged profiles over Atlanta at different levels in the atmosphere. ASSIM represents the IFS/MOZART-V1 coupled system with assimilation. MNMB = modified normalized mean bias.
Fig. 13. As Fig. 12 but for Frankfurt in July.
Fig. 14. Vertical profiles of MOZAIC CO for four case studies. The lines with filled circles represent MOZAIC data. The solid line represents CO from the FLEXPART simulation using an injection height of 10 km, while the dotted, dashed and dash-dot lines correspond to FLEXPART simulations using injection heights from the surface up to 3 km, 1 km, and 150 m, respectively. The long dashed line represents CO produced from regional anthropogenic emissions.
Fig. 15. Vertical profiles of modelled (colored) and observed (filled circles and black lines) CO for each case study.
Fig. 16. Vertical profiles of modelled tracer CO with GFED 8-daily emissions (red line) and Turquety daily emissions (purple line) from biomass fires and observed CO (black line). Solid lines indicate tracers injected at the surface. Dotted and dashed lines represent the tracers injected at 6 and 8 km, respectively.
**Fig. 17.** 30 June 2004 15:00 UTC: left plots show tracer burdens in kg m$^{-2} \times 10^6$. Right plots are vertical longitudinal cross-sections of the tracers averaged from 30° N to 80° N in kg kg$^{-1} \times 10^{15}$. Top, middle and bottom plots correspond to the surface, 6 km and 8 km tracers, respectively. The thick black dashed vertical line represents the location of Washington (–77.5° W). Scales are logarithmic.
Fig. 18. As Fig. 17 but for 22 July 2004 15:00 UTC. Thick black dashed vertical lines represent the locations of Paris (2.5° E) and Frankfurt (8.5° E).