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Abstract

We present a revised tagging method, which describes the combined effect of emissions of various species from individual emission categories, e.g. the impact of both, nitrogen oxides and non-methane hydrocarbon emissions on ozone. This method is applied to two simplified chemistry schemes, which represent the main characteristics of atmospheric ozone chemistry. Analytical solutions are presented for this tagging approach. In the past, besides tagging approaches, sensitivity methods were used, which estimate the contributions from individual sources based on differences in two simulations, a base case and a simulation with a perturbation in the respective emission category. We apply both methods to our simplified chemical systems and demonstrate that potentially large errors (factor of 2) occur with the sensitivity method, which depend on the degree of linearity of the chemical system. For some chemical regimes this error can be minimised by employing only small perturbations of the respective emission, e.g. 5%. Since a complete tagging algorithm for global chemistry models is difficult to achieve, we present two error metrics, which can be applied for sensitivity methods in order to estimate the potential error of this approach for a specific application.

1 Introduction

The attribution of climate change to changes in emission of greenhouse gases and precursors has been an issue of serious concern over several decades. Recently, EU-projects like QUANTIFY and ATTICA aimed at identifying the impact of transport sectors on climate (Fuglestvedt et al., 2009; Hoor et al., 2009; Lee et al., 2009). Wang et al. (2009) pointed out that there is a difference in the nature of the two key topics (1) attribution of climate change to sectoral emissions and (2) evaluation of emission control scenarios, which also requires different methodologies. The attribution of concentrations to emissions is important to attribute climate change to sectoral emissions. In contrast, emission control scenarios for attaining air quality or climate change goals...
require knowledge on the sensitivity of atmospheric concentrations to emissions. It is important to acknowledge that these two topics might differ greatly.

Generally, as pointed out by Wang et al. (2009), it is important to differentiate between these two questions and to concede that the answers to these questions require two different methodologies. The attribution of atmospheric concentrations to emissions (and sources in more general) in a numerical simulation framework can be obtained by a tagging methodology, whereas developing effective emission control scenarios is best obtained by sensitivity methods.

A large number of methodologies for both approaches exist (see e.g. Wang et al., 2009). The tagging methodologies are differently designed and implemented, but they have in common that additional “tagged species” are included in the models, to which specific emissions are assigned and which undergo the same loss processes as the respective un-tagged species. In addition, also products arising from the respective compounds can be tagged so that the impact on the whole chemical system can be determined. For example, tagging nitrogen oxide emissions from road traffic implies that every species, which contains an “N” atom is doubled in the chemical system, tagged with a “road traffic” (rt), and all chemical reactions doubled without changing the chemical system, e.g.:

\[
\text{NO}_2 + \text{OH} \rightarrow \text{HNO}_3 \quad \text{(R1)}
\]

is doubled by

\[
\text{NO}_2^{\text{rt}} + \text{OH} \rightarrow \text{HNO}_3^{\text{rt}} + \text{OH}. \quad \text{(R2)}
\]

Note that on the left side of Eq. (R2) all untagged educts appear as products, which ensures that the tagging diagnostic does not affect the chemistry. This method ensures that a closed budget for all nitrogen emissions can be achieved. In addition, the impact on ozone is included, by calculating the ozone production by road traffic NO\textsubscript{x} via the reactions

\[
\text{NO} + \text{HO}_2 \rightarrow \text{NO}_2 + \text{OH} \quad \text{(R3)}
\]

\[
\text{NO}^{\text{rt}} + \text{HO}_2 \rightarrow \text{NO}_2^{\text{rt}} + \text{O}_3^{\text{rt}} + \text{HO}_2. \quad \text{(R4)}
\]
Since this approach increases the amount of species and chemical reaction drastically, simplifications of the tagging chemistry scheme are applied (e.g. Zimmermann et al., 1999; Grewe, 2004), which map the detailed chemistry scheme onto the main families, e.g. NO\textsubscript{y}, and ozone and employ the chemical production and loss terms from the detailed chemical system, which ensures a closed budget and detailed analysis even in multi-decadal climate-chemistry model simulations (Grewe, 2007, 2009). Note, that kinetics of the reactions are not affected by these methods, in contrast to isotope tagging methods (e.g. Gromov et al., 2010), where the rate constants for the tagged species may differ from the untagged respective species. However, in both cases the tagging method is a diagnostic and does not affect the simulated chemistry.

However, to our knowledge, none of the tagging schemes take into account the competing effect of nitrogen oxides and hydrocarbons/volatile organic compounds (VOCs) on ozone production and hence ozone concentration. In this investigation, we propose a tagging methodology, which includes the non-linear impacts of emission categories (e.g. road traffic, biomass burning, etc.). This means that each category may include emissions of different species, like NO\textsubscript{x} and VOCs. To illustrate this tagging methodology, we introduce 2 slightly different, but very simple artificial chemical systems, which, however, represent the main characteristics of atmospheric ozone chemistry. They consist of two different precursors X and Y, representing VOCs and NO\textsubscript{y} and a species Z, which represents ozone.

These chemical systems can be solved analytically, and we further analyse differences between methodologies, which were used in the past to calculate contributions from emission categories, which are based either on sensitivity analysis or tagging methodologies.

The chemical systems are introduced in the next section (Sect. 2). Section 3 describes the two different approaches, which were used in the past to attribute concentrations to emission categories. In Sect. 4 we present the analytical steady state solutions for the chemical systems and the two different attribution methodologies. The accurate contributions are given by the tagging method. The errors arising from the
sensitivity method are discussed in Sect. 5. The implications for global model studies and recommendations are given in Sect. 6.

2 Two simplified atmospheric chemical reactors

In order to investigate the differences in the various methods, which aim at quantifying contributions of emissions to concentrations of atmospheric constituents, we define two simple chemical reaction systems. The two reaction systems differ in the degree of linearity. The reactive components and their reaction system are aiming at representing main characteristics of tropospheric ozone chemistry. Both reaction systems consist of 3 species, X, Y, and Z, and X, Y, and Ŷ and differ only in the formulation of one loss reaction for Z and Ŷ, respectively (see below). The three species can be regarded as HO\textsubscript{x}, NO\textsubscript{x} and ozone or more general VOC, NO\textsubscript{y}, and ozone. The species X and Y are precursors of Z and Ŷ, respectively. They have emissions \( E_X \) and \( E_Y \) and an atmospheric loss, which is independent from each other in our idealised approach. Hence, this reflects losses by dry or wet deposition, or a certain atmospheric lifetime.

For simplicity reasons we choose constant lifetimes \( \tau_X \) and \( \tau_Y \).

The species Z is characterised by atmospheric chemical production and loss, only.

It is produced by a reaction with X and Y:

\[
X + Y \rightarrow Z + X + Y, \quad \text{(R5)}
\]

and destroyed by reaction with either X and Y:

\[
\begin{align*}
X + Z & \rightarrow X, \quad \text{(R6)} \\
Y + Z & \rightarrow Y. \quad \text{(R7)}
\end{align*}
\]

The second reaction system is very similar and only the loss Reaction (R7) is replaced:

\[
\begin{align*}
X + Y & \rightarrow Ŷ + X + Y, \quad \text{(R8)} \\
X + Ŷ & \rightarrow X, \quad \text{(R9)} \\
Y + Y + Ŷ & \rightarrow Y + Y. \quad \text{(R10)}
\end{align*}
\]
The reaction rates of Reactions (R5)–(R10) are \( P_{XY}, D_X, D_Y, \) and \( D_Y \). Hence these simplified atmospheric chemical systems can be described by

\[
\begin{align*}
\dot{X} &= E_X - \tau_X^{-1} X \tag{1} \\
\dot{Y} &= E_Y - \tau_Y^{-1} Y \tag{2} \\
\dot{Z} &= P_{XY} X Y - D_X X Z - D_Y_1 Y Z \tag{3} \\
\dot{\tilde{Z}} &= P_{XY} X Y - D_X X \tilde{Z} - D_Y_2 Y \tilde{Z} \tag{4}
\end{align*}
\]

Reaction (R5) resembles the ozone production by Reaction (R3), since this reaction is the limiting step in the production of ozone by photolysis of \( \text{NO}_2 \) and subsequent reaction of the gained atomic oxygen with molecular oxygen to produce ozone. The loss reactions of \( Z \) and \( \tilde{Z} \) are referring to ozone loss reactions with OH and \( \text{HO}_2 \), and NO, respectively.

### 3 Methodologies

The main focus of our investigation is the calculation of contributions from individual sources to the concentration of a specific trace gas. One could generally ask whether there is a solution to this problem at all, or whether there is a unique answer to it. Since it is generally believed that, e.g., air traffic emissions contribute to the atmospheric ozone burden with a well defined ozone amount, this motivates a positive answer to both questions. This reduces the question to how this contribution can be quantified.

In the following, we will concentrate on two ways how the contribution has been quantified in the past. First, the tagging method (Sect. 3.2), which represents the true contributions, since it is simply calculated by following the reaction pathways. Secondly, the sensitivity approach (Sect. 3.3), with which contributions are calculated by reducing the target emission by a given fraction. We are discussing the methodologies in the framework of the simplified atmospheric chemical reactors, described in Sect. 2.
3.1 Emission sectors

All emissions can be described by a number of sectors (here \( n \), e.g. road traffic, biomass burning, etc.), which we denote with \( i = 1, \ldots, n \). Each sector has emissions of primary gases. In our example we denote them with \( E_{X,i} \) and \( E_{Y,i} \), with

\[
\sum_{i=1}^{n} E_{X,i} = E_X \quad \text{and} \quad \sum_{i=1}^{n} E_{Y,i} = E_Y. \tag{5}
\]

\[
\sum_{i=1}^{n} E_{X,i} = E_X \quad \text{and} \quad \sum_{i=1}^{n} E_{Y,i} = E_Y. \tag{6}
\]

3.2 Contributions following reaction pathways (tagging method)

In this section, we define contributions of individual sectors to the concentration of individual species by analysing the reaction pathways. Each species is decomposed into \( n \) sub-species, which define the concentration, by which an individual sector contributes to the regarded species.

With respect to our chemical reactors, we have then the sub-species \( X_i, Y_i, Z_i, \) and \( Z_i \). Their concentrations \( X_i, Y_i, Z_i, \) and \( Z_i \) are those parts of the concentrations \( X, Y, Z, \) and \( Z \), which are attributed to sector \( i \).

The sub-species are characterised by the following constraints: first the attribution is requested to be complete

\[
\sum_{i=1}^{n} X_i = X \tag{7}
\]

\[
\sum_{i=1}^{n} Y_i = Y \tag{8}
\]
Second, the sub-species follow the same reaction pathways, which is, e.g., for Reaction (R5) and (R6):

\[
X_i + Y_j \rightarrow \frac{1}{2}Z_i + \frac{1}{2}Z_j + X_i + Y_j \quad (R11)
\]
\[
X_i + Z_j \rightarrow X_i - \frac{1}{2}Z_i + \frac{1}{2}Z_j \quad (R12)
\]
\[
Y_i + Z_j \rightarrow Y_i - \frac{1}{2}Z_i + \frac{1}{2}Z_j \quad (R13)
\]

and for \( \tilde{Z} \) accordingly.

From this we can derive the differential equations for the sub-species:

\[
\dot{X}_i = E_{X,i} - \tau_X^{-1}X_i \quad (11)
\]
\[
\dot{Y}_i = E_{Y,i} - \tau_Y^{-1}Y_i \quad (12)
\]
\[
\dot{Z}_i = P_{Z,i}(X_i, Y_i) - D_{Z,i}(X_i, Y_i, Z_i) \quad (13)
\]
\[
\dot{\tilde{Z}}_i = P_{Z,i}(X_i, Y_i) - D_{Z,i}(X_i, Y_i, \tilde{Z}_i) \quad (14)
\]

with \( P_{Z,i} \) and \( D_{Z,i} \) production and loss terms of \( Z_i \) with

\[
P_{Z,i}(X_i, Y_i) = \sum_{j \neq i} \frac{1}{2}X_iY_j + \sum_{j \neq i} \frac{1}{2}X_jY_i \quad (15)
\]

\[
P_{XY} \left( \sum_{j \neq i} \frac{1}{2}X_iY_j + \sum_{j \neq i} \frac{1}{2}X_jY_i \right) \quad (16)
\]
\[ \begin{align*}
= P_{XY} \left( X_i Y_i + \frac{1}{2} X_i (Y - Y_i) + \frac{1}{2} (X - X_i) Y_i \right) \\
= \frac{1}{2} P_{XY} (X_i Y + XY_i) \\
D_{Z,i}(X_i, Y_i, Z_i) = \\
D_X \left( X_i Z_i + \frac{1}{2} X_i (Z - Z_i) + \frac{1}{2} (X - X_i) Z_i \right) \\
+ D_{Y_1} \left( Y_i Z_i + \frac{1}{2} Y_i (Z - Z_i) + \frac{1}{2} (Y - Y_i) Z_i \right) \\
= \frac{1}{2} D_X (X_i Z + X Z_i) + \frac{1}{2} D_{Y_1} (Y_i Z + Y Z_i)
\end{align*} \tag{17} \]

\[ \begin{align*}
\sum_{i=1}^{n} P_{Z,i}(X_i, Y_i) &= P_{XY} XY \\
\sum_{i=1}^{n} D_{Z,i}(X_i, Y_i, Z_i) &= D_X XZ + D_{Y_1} YZ. \\
\sum_{i=1}^{n} \tilde{D}_{Z,i}(X_i, Y_i, \tilde{Z}_i) &= D_X \tilde{X} + D_{Y_2} YY \tilde{Z}.
\end{align*} \tag{18} \]

This tagging methodology has two major characteristics: (1) it is invariant and (2) it is convergent. The first point means that for any solutions of Eqs. (1)–(3) and (11)–(13)
the constraints (7)–(9) are fullfilled, if this holds for the initial conditions. This can easily be shown with Eqs. (25) and (26).

The second point means that for any two solutions \((X^1_i, Y^1_i, Z^1_i)\) and \((X^2_i, Y^2_i, Z^2_i)\) of (11)–(13) with two different initial conditions, the difference in the solutions exponentially converge to zero (see Appendix A).

The decomposition of the production and loss terms into the contributions from individual emission categories is essential to the tagging methodology. A general approach is given in Appendix B.

### 3.3 Contributions by pairs of simulations (sensitivity method)

Most studies, which concentrate on the impact of a certain emission on the composition, derive the contribution of the emission category to the concentration of a species (e.g. ozone) by comparing two simulations, one simulation with all emissions and one simulation with a perturbation of the respective emission category (sensitivity method). An overview is given in a sketch (Fig. 1), which shows the ozone response to a certain NO\(_x\) emission. (Since there is basically a monotonic relationship between the NO\(_x\) emission and concentration, this can also be regarded as concentrations.) Two simulation results are shown with stars, representing a base case (blue) and a perturbation simulation (red).

Mathematically, this approach is based on a Taylor approximation of the regarded quantity \(f\) as a function of the emissions around a base case, i.e. the case where all emissions \((e_0)\) are employed:

\[
f(e_0 + \alpha e^c) \approx f(e_0) + \alpha e^c f'(e_0)
\]

\[
= \tilde{f}(e_0 + \alpha e^c),
\]

where \(e^c\) denotes a certain emission category and \(\alpha \in [-1, 1]\) the strength of the perturbation. The case \(\alpha = -1\) represents the situation, where all emissions from the respective category are excluded. \(f'(e_0)\) (black line in Fig. 1), the derivative, is the efficiency of the production of the regarded species per emission. Considering the
contribution of a specific emission to the concentration of $f$ with this approach implies that all categories experience the same production efficiency, since the derivative $f'$ is evaluated at $e_0$.

The contribution $\delta f$ of a certain emission category $e^c$ is then

$$
\delta f = \tilde{f}(e_0 + e^c) - \tilde{f}(e_0) = e^c f'(e_0).
\quad (30)
$$

The main focus is now to determine the derivative $f'$. This can be done by a pair of simulations, one with all emissions and one with a perturbation of an emission category, with $\Delta^\alpha f$ (green line in Fig. 1) the difference in $f$ between both simulations:

$$
f'(e_0) \approx \frac{f(e_0) - f(e_0 + \alpha e^c)}{e_0 - (e_0 + \alpha e^c)}
= \frac{(f(e_0) - f(e_0 + \alpha e^c))}{\alpha e^c} \frac{-1}{\alpha e^c}
= \frac{\Delta^\alpha f}{\alpha e^c}
\quad (32, 33, 34)
$$

where $\Delta^\alpha f$ is the difference in two simulations. The smaller $\alpha$ the less different is the chemical background in the two simulations, but the more difficult it will be to obtain a statistical robust perturbation of $f$. Within QUANTIFY a value $\alpha=0.05$ has been selected (Hoor et al., 2009). Other modelling studies used also other values, e.g. $+30\%$ (Isaksen, 2003) or $+5\%$ (Grewe, 2004).

Furthermore, a small $\alpha$, which guarantees that the chemical background is comparable in the simulations, also guarantees that the estimated contributions from different sectoral emissions are consistently calculated and thereby comparable. In Sect. 6 we will introduce an indicator, which tests the consistency and comparability in the contribution calculations based on the sensitivity methods for global chemistry models. We call this indicator: error $e_\alpha$. 
We obtain for the estimated contribution $\delta^\alpha f$:
\[
\delta^\alpha f = -\frac{\Delta^\alpha f}{\alpha}.
\]
(35)

Note that the calculation of the contribution is mathematically a scaling of the difference of two model simulations in which an emission source is scaled by the value $-\alpha^{-1}$. However, conceptually, $\alpha$ is only used to calculate most accurately the derivative, which is then multiplied by the total emission of the respective source (Eq. 31).

In Fig. 1 two emission categories for NO$_x$ are considered (NO$_x$-1: light blue and NO$_x$-2: red) and the results for $\delta^\alpha$O$_3$ are indicated as vertical lines with the respective colour. Simply from the sketch it is already obvious that the sum of the contributions (O$_3$-1+O$_3$-2) does not equal the actual ozone contribution and an error (orange) remains, which is due to the non linear response of O$_3$ to NO$_x$ emissions. As a consequence of this non-linearity, the tangent to the ozone curve in $e_0$ is affin linear, i.e. it has, in general, a $y$-intercept. This $y$-intercept is the part of the ozone concentration, which cannot be explained by the sensitivity method. Therefore this method exhibits a principle error.

In global chemistry simulations this error applies only to the ozone fraction, which is produced by tropospheric chemistry. In Sect. 6 we provide a possibility how to estimate this error, which we call $\epsilon_\beta$ in global chemistry simulations.

4 Steady-state solutions

In order to investigate the impact of a specific emission on the concentration of a species, chemistry-climate or chemistry transport models are run in a quasi-equilibrium state. Here, we are considering the same approach and concentrate on the steady-state solutions ($X^\text{eq}, Y^\text{eq}, Z^\text{eq}, \tilde{Z}^\text{eq}$) of Eqs. (1) to (4) and the respective solutions $X^\text{eq}_i, Y^\text{eq}_i, Z^\text{eq}_i, \tilde{Z}^\text{eq}_i$, for (11) to (14), hence the left side equals zero:
\[
X^\text{eq} = E_X \tau_X
\]
(36)
We consider reaction rates for (R5)–(R7) (Table 1). The equilibrium concentrations ($Z^{eq}$ and $\tilde{Z}$) are shown in Fig. 2a and b. They show typical ozone characteristics: for a certain relation between the precursors X and Y, the equilibrium concentration of Z is maximum. The concentration increases only slightly, when only one of either concentration X and Y is further increased. This represents a X (VOC) and Y (NO$_x$) limited region (Seinfeld and Pandis, 2006). The equilibrium concentrations of $\tilde{Z}$ shows an additional feature: for increasing concentrations of Y (NO$_x$) the destruction of $\tilde{Z}$ is increasing stronger, leading to a decrease, which can be observed for ozone in rich NO$_x$ environments (ozone titration). Figure 3 shows the concentration of Z (red line) and $\tilde{Z}$ (blue line) as a function of the concentration Y for two cases: a constant X concentration (X=20 ppbv, solid lines) and constant ratio between the X and Y concentration (X=10×Y, dotted lines). Clearly, for a constant concentration of X, the concentration of Z steadily increases, however with a very small rate for high Y concentrations (X limited region), whereas $\tilde{Z}$ shows a decrease for Y concentration larger than approximately 40 ppbv (titration effect). Both chemical systems also show a very different behaviour, when the ratio between the precursors X and Y is constant (dotted line). In this case, the concentration of Z increases linearly, whereas the concentration of $\tilde{Z}$ shows a saturation effect (X limited region). Since the equation for Z (3) describes a cone, a constant ratio refers to an edge of the cone. And hence the systems have
two different degrees of linearity. Mathematically, this can be described by:

\[ \nabla Z^{eq}(X^{eq}, Y^{eq}) = Z^{eq} \quad (41) \]

\[ \nabla \tilde{Z}^{eq}(X^{eq}, Y^{eq}) = \tilde{Z}^{eq} \frac{D_X X^{eq}}{D_X X^{eq} + D_Y Y^{eq} Y^{eq}} < \tilde{Z}^{eq} \quad (42) \]

Therefore the second chemical system (Eq. 42) does not show any linearity in contrast to the first chemical system (Eq. 41). The smallest deviations from linearity occur for large \( X^{eq} \) and small \( Y^{eq} \).

Figure 4 describes for a constant background situation (\( X = 20 \text{ ppbv} \) and \( Z = 40 \text{ ppbv} \)) the net \( Z \) and \( \tilde{Z} \) production rates. In the first chemical system the net-production term increases linearly with increasing concentration of \( Y \), whereas the net production of \( \tilde{Z} \) decreases for large concentrations of \( Y \) leading to an effective depletion of \( \tilde{Z} \). The shape of the net-production is similar to the ozone response to increasing concentrations of NO\(_X\) (Ehhalt and Rohrer, 1994).

To summarise, both atmospheric reaction systems represent the main characteristics of observed tropospheric ozone chemistry. They cannot replace a detailed chemical calculation nor can they be used to interpret observational data. But they are simple enough to be solved analytically and hence can be used as test cases for diagnostic methods.

For the tagged species steady-state solutions can easily be derived:

\[ X^{eq}_i = E_{X,i} \tau_X \quad (43) \]

\[ Y^{eq}_i = E_{Y,i} \tau_Y \quad (44) \]

\[ Z^{eq}_i = \frac{a_i}{c} - \frac{b_i}{c} Z^{eq} \quad \text{with} \quad c \neq 0 \quad (45) \]

\[ a_i = P_{XY} \tau_X \tau_Y (E_{X,i} E_Y + E_X E_{Y,i}) \quad (46) \]

\[ = P_{XY} (X^{eq}_i Y^{eq} + X^{eq} Y^{eq}_i) \quad (47) \]
\[b_i = D_X E_{X,i} \tau_X + D_Y E_{Y,i} \tau_Y\]  
\[= D_X X_i^{eq} + D_Y Y_i^{eq}\]  
\[c = D_X E_X \tau_X + D_Y E_Y \tau_Y\]  
\[= D_X X^{eq} + D_Y Y^{eq}\]  

\[\bar{b}_i = D_{X'} X_i^{eq} + \frac{4}{3} D_{Y'} Y_i^{eq}\]  
\[\bar{c} = D_{X'} X^{eq} + \frac{2}{3} D_{Y'} Y^{eq}\]  

Steady-state solutions for \(\delta^X_i\), \(\delta^Y_i\), \(\delta^Z_i\) (Eqs. 36 to 38) can easily be derived by inserting the solutions for \(X_i^{eq}\) and \(Y_i^{eq}\) for the 2 regarded emission scenarios in Eq. (35):

\[\delta^X_i = E_{X,i} \tau_X = X_i^{eq}\]  
\[\delta^Y_i = E_{Y,i} \tau_Y = Y_i^{eq}\]  
\[\delta^Z_i = \frac{a_i}{c + \alpha b_i} + \frac{\alpha P_{XY} \tau_X \tau_Y E_{X,i} E_{Y,i}}{c + \alpha b_i} - \frac{b_i P_{XY} \tau_X \tau_Y E_X E_Y}{c(c + \alpha b)}\]  
\[= \frac{a_i + \alpha d_i}{c + \alpha b_i} - \frac{b_i}{c + \alpha b_i} Z_i^{eq}, \text{ with}\]  
\[d_i = P_{XY} \tau_X \tau_Y E_{X,i} E_{Y,i}\]  
\[\delta^Z_i = \frac{a_i + \alpha d_i}{\bar{c} + \bar{h}} - \frac{\bar{b}_i - \bar{g}_i}{\bar{c} + \bar{h} + \alpha(\bar{b}_i - \bar{g}_i)} \tilde{Z}_i^{eq}, \text{ with}\]
\[ \tilde{g}_i = \frac{2}{3} D Y_2 Y_{eq} Y_{eq} Y_{eq} - \alpha D Y_2 Y_{eq} Y_{eq} \]
\[ \tilde{h} = \frac{1}{3} D Y_2 Y_{eq} Y_{eq}. \]  

Therefore the results from both methods (Sects. 3.2 and 3.3) agree for the species X and Y, whereas they normally differ for species Z and \( \tilde{Z} \). However, the solutions converge for small \( \alpha \):

\[ \delta_{i}^\alpha Z \overset{\alpha \to 0}{\rightarrow} Z_{eq}, \]

whereas they do not converge in general for the second chemical system:

\[ \delta_{i}^\alpha \tilde{Z} \overset{\alpha \to 0}{\rightarrow} \frac{a_i - \frac{2}{3} D Y_2 Y_{eq} Y_{eq}}{\bar{c} + \bar{h}} \tilde{Z}_{eq} \]
\[ \neq \tilde{Z}_{eq}. \]

This also implies that

\[ \sum_{i=1}^{n} X_{i}^{eq} = \sum_{i=1}^{n} \delta_{i}^\alpha X = X_{eq} \]
\[ \sum_{i=1}^{n} Y_{i}^{eq} = \sum_{i=1}^{n} \delta_{i}^\alpha Y = Y_{eq} \]
\[ \sum_{i=1}^{n} Z_{i}^{eq} = Z_{eq}, \text{ but} \]
\[ \sum_{i=1}^{n} \delta_{i}^\alpha Z \neq Z_{eq} \text{ in general, and} \]
\[ \sum_{i=1}^{n} \delta_{i}^\alpha \tilde{Z} \neq \tilde{Z}_{eq} \text{ in general.} \]
The last two equations clearly show that the method of determining contributions of emissions to trace gases by pairs of simulations is not able to consistently decompose a concentration into contributions from individual sources.

5 Error analysis

In the previous sections, we have revealed that the methodology of calculating the contributions from individual sources to concentration changes by pairs of simulations leads to a potentially large error. In this section we actually calculate this error for the two chemical systems, which we presented in Sect. 2. Figure 5 shows the probability density function (PDF) for the relative errors $E$ (red) and $\tilde{E}$ (blue), i.e.

\begin{align}
E &= \frac{\delta^\alpha_i Z - Z_i}{Z_i} \times 100\% \\
\tilde{E} &= \frac{\delta^\alpha_i \tilde{Z} - \tilde{Z}_i}{\tilde{Z}_i} \times 100\%.
\end{align}

The PDF is derived with a Monte Carlo simulation covering the parameter ranges between 10 and 200 ppbv for $X$ and $Y$, fractions for $X_i$ and $Y_i$ between 5% and 95% and values of $\alpha$ ranging between $-100$ and 100%. Clearly, the error for the first chemical system is close to zero for most cases (note the logarithmic scale) and less than a factor of two for very few cases. In contrast, the second chemical system, which is characterised by a stronger non-linearity, reveals a much broader PDF, i.e. there is a large probability for large errors, e.g. the probability that the error $|\tilde{E}|$ is larger than 50% is 35.6% for the second chemical system compared to 0.4% for the first system.

The errors are dependent on the choice of $\alpha$, as discussed in Sect. 4 and Eq. (64) and converge to zero for decreasing $\alpha$, at least for the first chemical system. This convergence is shown in Fig. 6a, where the error probability decreases almost to zero.
for values of $|\alpha|$ decreasing from 100 to 5%. Generally the relative error is larger for negative perturbations, i.e. negative $\alpha$, than for positive perturbations.

In contrast, only a small reduction of the errors can be found for the second chemical system (Fig. 6b). However, this result largely depends on two conditions: first, the degree of non-linearity of the chemical system and second of the degree of the deviation of inequation (42) from an equation. For small concentrations of $X$ and $Y$ both chemical systems show a quite linear behaviour (Fig. 3). If additionally the concentration $Y$ is much smaller than the concentration of $X$ then both conditions have a much smaller impact (Fig. 7) and the errors $E$ and $\tilde{E}$ show a more similar behaviour.

Although the shapes of the functions $Z$ and $\tilde{Z}$ are comparable for small concentrations of $X$ and $Y$ and the probability of a small error is large, the mean value of the errors (not shown) and the standard deviation (Fig. 8) are large for the second chemical system (bottom). The mean value of the error represents a bias, which might be corrected. However, if the standard deviation is large then the method of calculating the contributions from emission categories to the concentration of $Z$ largely depends on the fraction $X_i$ and $Y_i$ as well as the choice of $\alpha$. The gradient of $Z$ is estimated by a difference method, which depends on $\alpha$ (see discussion Sect. 3.3), but also on $(X_i, Y_i)$, which is used to calculate the perturbation. Therefore, although the two systems show similarities in certain regions, which leads to an agreement in the most probable error (Fig. 7), the total error characteristic is very different. It turns out that both, the mean error (not shown) and the standard deviation (Fig. 8) are minimal in regions where both concentrations $X$ and $Y$ are comparable, and no large curvature occurs.

6 Implications and recommendations for attribution studies

Our analysis is based on a) simplified chemical reactors and b) a zero dimensional box model. Here, we give some indications how our results can be used for global chemistry simulations. The contributions from a source to, e.g., the ozone concentration by pairs of simulations (see Sect. 3) have uncertainties, which we address here. For
simplicity reasons, we concentrate on ozone. In general, this can be applied to any species. And further, we take as examples the studies by Hoor et al. (2009) and Grewe (2004).

In Sect. 3.3, we discussed two types of errors (which we denote $e_\alpha$ and $e_\beta$) in the determination of the attribution of species to emission categories ($=\delta_\alpha^i$) with the methodology employing pairs of simulations. First the accuracy of the determination of the contribution $\delta_\alpha^i$ depends on $\alpha$, via the estimation of the gradient of the respective species (here $Z$). Note, that we found a convergence of the attribution methodology by pairs of simulations to the real solution defined by the tagging methodology for the first and more linear chemical reactor. We now focus on global chemistry simulations. Obviously, the smaller $\alpha$ the more accurate is the calculation of the gradient of ozone. On the other hand the statistical significance of the results decreases largely if $\alpha$ is too small. And hence the best choice of $\alpha$ is a tradeoff between accuracy in the determination of the gradient and detection of a significant result. In practice, a good indicator whether $\alpha$ has been chosen appropriately is to test, if the sum of individual contributions $\delta_\alpha^i$ ($i=1,...,k$) equals the contribution of the sum of the emissions ($e_K=e_1+...+e_k$) from categories 1 to $k$ ($=\delta_\alpha^K$), which is a necessary, but not sufficient condition. An error estimate $e_\alpha$ can be given by:

$$e_\alpha = \frac{\sum_{i=1}^{k} \delta_\alpha^i Z - \delta_\alpha^K Z}{\delta_\alpha^K Z}$$

This type of error was investigated in Hoor et al. (2009) by the intercomparison of the results from their experiments “ROAD”, “SHIP”, and “AIR” with results of their experiment “ALL”. Based on their Table 5, we calculate global errors $e_\alpha$ for two atmospheric regions: the lower atmosphere (1000 to 800 hPa) and the upper troposphere (300 to 200 hPa) of 0% and 0.6%, respectively. Therefore, their choice of $\alpha=5\%$ was well chosen to derive a good estimate of the gradient of ozone by pairs of simulations.
In Fig. 1 this error indicates whether the estimated derivative (green line) is equal for all calculated cases, which implies that the change in the background ozone chemistry between the base case and the perturbation simulation is irrelevant.

The second error $e_\beta$ is based on the completeness of the decomposition of the species $Z$ into the contributions by the individual categories, i.e. a measure on how large the inequations (70) and (71) deviate from an equation:

$$e_\beta = \frac{\delta_\alpha^q Z - (Z - Z^{\text{strat}})}{(Z - Z^{\text{strat}})},$$  

(75)

where $\delta_\alpha^q Z$ is, similar to $\delta_k^q Z$, the contribution of all emissions to the concentration of $Z$ derived with the method of “pairs of simulations” for all ($=N$) emissions and $Z^{\text{strat}}$ is the contribution of other sources than those considered. For ozone this is the contribution from the stratosphere, which is not existent in the simplified chemical reactors. However, this has to be included when discussing the consequences for global tropospheric chemistry simulations. In Fig. 1 the error $e_\beta$ is indicated by the orange vertical line. Note that not the stratospheric ozone contribution is leading to an error, but the contribution calculation of the part of the ozone concentration, which is produced by tropospheric chemistry, i.e. by emissions of NO$_x$, etc. This tropospheric ozone is equal to $Z - Z^{\text{strat}}$. In general, it does not equal the sum of all contributions for the individual sources, because the tangent has a significant y-intercept (Fig. 1). In this framework the error $e_\alpha$ represents the fraction of the ozone concentration between the two y-intercepts of the tangent (black line) and the estimated tangent (green line).

Grewe (2004) investigated this error (Eq. 6 and following text in that paper) and found maximum errors in the troposphere of 40% and −5% in the tropopause region. That implies a rescaling of the results derived for $\delta_i^q$ by $\frac{1}{1-e_\beta}$ to obtain a complete decomposition of the species $Z$ into their contributions. Or in other words the methodology to calculate the contributions with pairs of simulations underestimates the contributions of tropospheric emissions on ozone in the order of 5 to 25%, assuming that the respective mean $e_\beta$ is in the order of 5 to 20%.
It has to be clearly mentioned that the errors $\epsilon_\alpha$ and $\epsilon_\beta$ are only estimates based on global averages. Both locally and temporally (e.g. for different seasons) this can vary. Additionally, individual contributions can have larger errors, which may compensate when adding. Although the errors may vary with time and location, the method underestimates the contributions, as long as the atmospheric chemistry acts similar to the second chemical reactor, i.e. Fig. 2b. This can be deduced from Eq. (42), where the left side represents the contribution from all sources and the right side the actual concentration.

Based on these considerations, we recommend to use a tagging methodology for deriving contributions from emissions to species. However, a full implementation of a tagging method as introduced in this paper was, to our knowledge, not implemented in any global chemistry model. Further a full tagging might blow up the whole chemistry scheme, if not mapped onto a more simplified system. Although we showed the clear disadvantages of the methodology of using pairs of simulations for the calculation of contributions of emissions to the concentration of a species, the arguments above justify its further use. However, we recommend to calculate the errors $\epsilon_\alpha$ and $\epsilon_\beta$ and to take a correction of the results by the factor $\frac{1}{1-\epsilon_\beta}$ into account.

Note that the investigation of future policy impact is totally unaffected by this consideration (see Introduction).

7 Conclusions

Two methodologies have been compared, which calculate the contribution of an emission category, e.g. road traffic, industry, biomass burning, etc. on the atmospheric concentration of gases, which depend on the concentration of the emitted species via chemical reactions. The first method is an accounting system, following the relevant reaction pathways, called tagging method. The second is the calculation of the contributions via 2 simulations, where one includes a change of $\alpha$ in the regarded emission category. Conceptually, the contribution is calculated by multiplying the total emission...
of the respective category with the sensitivity of the system, which is the derivative with respect to the emissions. To calculate the derivative most accurately a small value of $\alpha$ is recommendable.

Both methods were previously used in global modelling studies, though the tagging method was only applied in a more simplified manner, e.g. not considering the combined effect of different emitted species of one category on the regarded species, e.g. the combined effect of road traffic NO$_x$ and non-methane hydrocarbon emissions on ozone.

Two very simplified chemical schemes, which represent the main characteristics of atmospheric ozone chemistry, e.g. NO$_x$-limited and VOC limited regions, ozone titration effects, were developed to test the methodologies. They are based on 3 species, two emitted pre-cursors and one chemically controlled species, which can be regarded as NO$_x$, VOCs and ozone.

Since the two chemical schemes are simple enough, we were able to provide analytical solutions for the steady-state concentrations and the contributions based on either method. And hence the calculated contributions via the method based on pairs of simulations can be tested against the exact contributions calculated via the tagging methodology.

These theoretical examples show large errors in the calculated contributions for the method, which is based on pairs of simulations, which can easily be a factor of 2. The error is reduced in many cases when the emission change ($\alpha$) is small, e.g. 5%. However, a strict convergence is only found for the first chemical system, which is characterised by a more linear system, compared to the second chemical system.

For global scale chemical simulations, these results are likely to be valid for specific local conditions, e.g. in the boundary layer of urban areas. However, on the global or hemispheric scale a more linear behaviour of the chemistry is often found, e.g. for air traffic emissions (Grewe et al., 1999) or lightning emissions (Wild, 2007).

We have provided two error characteristics, which can be calculated quite easily in global simulations and which provide an estimate on how accurate the calculation of
the attribution of ozone contributions to individual emission categories are. The first error \( \epsilon_\alpha \) gives an indication whether the value \( \alpha \) has been chosen appropriately, which implies that the contribution from different emissions categories can be intercompared, though the absolute value might have a bias. The second error \( \epsilon_\beta \) describes this bias. Earlier studies showed that values between \(-40\%\) to \(5\%\) are likely.

**Appendix A**

**Convergence of the tagging method**

For two given solutions \((X^1_i, Y^1_i, Z^1_i)\) and \((X^2_i, Y^2_i, Z^2_i)\) of (11)–(13) with two different initial conditions the solutions exponentially converge to zero: We consider the difference \( \Delta X = X^1_i - X^2_i \), which fulfills the following differential equation:

\[
\frac{d}{dt} \Delta X = (E_X,i - \tau^{-1}_X X^1_i) - (E_X,i - \tau^{-1}_X X^2_i)
\]
\[
= -\tau^{-1}_X \Delta X
\]  

(A1)  

(A2)

And hence, for any initial difference \( \Delta X \) converges to zero and similar with the difference \( Y^2_i - Y^1_i \). Therefore we can write \( X^2_i = X^1_i + \epsilon_X \) and \( Y^2_i = Y^1_i + \epsilon_Y \) with \( \epsilon_X, \epsilon_Y \) converging to zero. The difference \( \Delta Z = Z^2_i - Z^1_i \) fulfills the equation

\[
\frac{d}{dt} \Delta Z = -P_{XY}(\epsilon_X Y + \epsilon_Y X)
\]
\[
- (D_X \epsilon_X + D_Y \epsilon_Y) Z
\]
\[
- (D_X Y + D_Y Y) \Delta Z
\]
\[
= Q - (D_X X + D_Y Y) \Delta Z,
\]  

(A3)  

(A4)  

(A5)  

(A6)

where \( Q \) converges to zero and therefore also \( \Delta Z \).
Appendix B

General tagging formula

In atmospheric chemical reaction systems, most reactions are three body reactions at most. Here we consider more generally an arbitrary reaction with $m$ species and $n$ emission categories. (Note that we have used $(m=) 2$ and $(m=) 3$ body reactions in our analysis.) We denote the species $X^k$ and the tagged species $X^k_j$ for $k \in \{1, \ldots, n\} = N$ and $j \in \{1, \ldots, M\} = M$ and hence the reactions

$$X^1 + X^2 + \ldots + X^m \rightarrow \text{Products} \quad \text{(R14)}$$

$$X^1_{j_1} + X^2_{j_2} + \ldots + X^m_{j_m} \rightarrow \text{Prod}_{j_1} + \ldots + \text{Prod}_{j_m}, \quad \text{(R15)}$$

with $j_1, \ldots, j_m \in M$. Note that in our chemical reaction systems (Sect. 2) $X, Y, Z$ would equal $X^1, X^2, X^3$ in this notation; and the tagged species $X_j, Y_j, \text{and } Z_j$ equal $X^1_j, X^2_j, X^3_j$.

Both the loss of a species $X^k_j$ and the Products$_j$ have contributions from all involved tagged species. Since $m$ species are involved each contributes with the fraction $1/m$. The reaction rate of Reaction (R14) is the rate coefficient times the product $\prod X^k$, which equals

$$\prod_{k=1}^{m} \sum_{j=1}^{n} X^k_j = \sum_{j=1}^{n} Q_j,$$  \quad (B1)

where $Q_j$ is the contribution from emission category $j$ to this reaction. To obtain the reaction rate for either a loss of $X^k_j$ or the Products$_j$ this product has to be resorted as indicated, which gives

$$Q_j = \sum_{s=0}^{m-1} \frac{m-s}{m} \sum_{G \subseteq G_s} \sum_{g \in G} \sum_{L \subseteq L_s} \prod_{l \in L} X^l_g \prod_{k \in M \setminus L} X^k_j,$$  \quad (B2)
\[ G^s_s = \{ g = \{ g_1, \ldots, g_s \} | g_1 \leq \ldots \leq g_s \in N \setminus \{ j \} \} \] and

\[ L^m_s = \{ L = \{ l_1, \ldots, l_s \} | l_1 < \ldots < l_s \in M \}. \]

The index \( s \) indicates how many elements in the product \( X^1_{j_1} X^2_{j_2} \ldots X^m_{j_m} \) are not from category \( j \) or in other words \( s = |\{ j_i | i \in M, j_i \neq j \}| \). And hence \( m - s \) species in the product are from category \( j \), which gives \( m - s \) times the individual contribution \( 1/m \), which is the factor in (B2).
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### Table 1. Information on chosen reaction rates for the two chemical reaction systems.

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Rate Constant</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>[cm³ molec⁻¹ s⁻¹]</td>
</tr>
<tr>
<td>X + Y → Z</td>
<td>3.5 10⁻¹⁴</td>
</tr>
<tr>
<td>X + Z → X</td>
<td>1.0 10⁻¹⁴</td>
</tr>
<tr>
<td>Y + Z → Y</td>
<td>1.0 10⁻¹⁴</td>
</tr>
<tr>
<td>X + Y → Ž</td>
<td>3.5 10⁻¹⁴</td>
</tr>
<tr>
<td>X + Ž → X</td>
<td>1.0 10⁻¹⁴</td>
</tr>
<tr>
<td>Y + Y + Ž → Y + Y</td>
<td>3.4 10⁻²⁷⁺</td>
</tr>
</tbody>
</table>

* the units differ for this reaction, since it is a three-body reaction: cm⁶ molec⁻² s⁻¹ and ppbv⁻² s⁻¹, respectively.
Fig. 1. Illustration of the sensitivity method (pair of simulation) to derive contributions from emission categories. The ozone concentration in arbitrary units is shown as a function of the emission of NO\textsubscript{x}. Two simulations are indicated with stars. Two emission categories are considered (NO\textsubscript{x}-1: light blue, NO\textsubscript{x}-2: red). The derivative is added as a tangent for the base case. The green line shows the estimated derivative, based on the two simulations. The two errors $\varepsilon_\alpha$ (magenta) and $\varepsilon_\beta$ (orange), which describe uncertainties associated with the determination of the tangent and the total estimate of all contributions (intersection of y-axis and tangent) are indicated (see Sect. 6).
Fig. 2. Equilibrium concentrations for species $Z$ (top) and $\tilde{Z}$ (bottom) [ppbv] as a function of the concentrations of $X$ and $Y$. 
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Fig. 3. Equilibrium concentrations for $Z$ (red line) and $\tilde{Z}$ (blue line) [ppbv] as a function of the concentration of $Y$ for a constant concentration of $X=20$ ppbv (solid) and a constant ratio between the concentration of species $X$ and $Y$ of 1:10.
Fig. 4. Net production rates [ppbv/s] for a constant concentration of $Z$ (red line) and $\tilde{Z}$ (blue line) of 40 ppbv and a mixing ratio of $X=20$ ppbv.
Fig. 5. Probability density function for the errors of the contribution calculation based in the sensitivity method: error $E$ (red) and $\tilde{E}$ (blue) [%], i.e. for the first and second chemical system. A range of values for $X$, $Y$, $X_i$, $Y_i$, and $\alpha$ is taken into account with a Monte-Carlo Simulation. See text for details.
Fig. 6. Probability density function for the error [%] for specific values of $\alpha$ for the first chemical system (top) and the second chemical system (bottom).
Fig. 7. Probability density function for the errors $E$ (red) and $\tilde{E}$ (blue) [%] for specific settings of the concentrations $X$ and $Y$, which minimise the errors: $10\text{ ppbv} \leq X \leq 20\text{ ppbv}$; $0.1\text{ ppbv} \leq Y \leq 1\text{ ppbv}$.
Fig. 8. Standard deviation of the error $E$ (top) and $\tilde{E}$ (bottom) [%]. Overlaid are the contour lines of the values of $Z$ and $\tilde{Z}$, respectively.