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Abstract

The CSIRO Mk3L climate system model, a reduced-resolution coupled general circulation model, has previously been described in this journal. The model is configured for millennium scale or multiple century scale simulations. This paper reports the impact of replacing the relatively simple land surface scheme that is the default parameterisation in Mk3L with a sophisticated land surface model that simulates the terrestrial energy, water and carbon balance in a physically and biologically consistent way. An evaluation of the new model's near-surface climatology highlights strengths and weaknesses, but overall the atmospheric variables, including the near-surface air temperature and precipitation, are simulated well. The impact of the more sophisticated land surface model on existing variables is relatively small, but generally positive. More significantly, the new land surface scheme allows an examination of surface carbon-related quantities including net primary productivity which adds significantly to the capacity of Mk3L. Overall, results demonstrate that this reduced-resolution climate model is a good foundation for exploring long time scale phenomena. The addition of the more sophisticated land surface model enables an exploration of important Earth System questions including land cover change and abrupt changes in terrestrial carbon storage.

1 Introduction

There is a need for a hierarchy of climate models ranging from the fully-coupled climate system models integrated at the highest spatial resolution possible, through to heavily parameterised models that resolve spatial resolution in one dimension (McAvaney et al., 2001). Global climate models, that resolve the spatial dimension explicitly, can conveniently be classified into “complex” models and Earth System Models of Intermediate Complexity (EMICs). In reality, the borders between these two types of models are blurred. Claussen et al. (2002) provides guidance on differentiating between types of models. McAvaney et al. (2001) and Randall et al. (2007) discuss evaluation and
use of these models in terms of their role in the assessment reports of the Intergovernmental Panel on Climate Change (IPCC).

This paper describes and evaluates an upgraded version of the Commonwealth Scientific and Industrial Research Organisation (CSIRO) Mark 3 reduced-resolution model (Mk3L; Phipps et al., 2011). This model is not a “state-of-the-art” climate system model because several parameterisations, and the model resolution, are chosen for computational efficiency. The model is also not a classic EMIC in that the atmospheric and ocean dynamics, grid-structures and most parameterisations are resolved in comparable ways to advanced climate system models. Mk3L is best described as a reduced-resolution climate model; its parameterisation and resolution would have been state-of-the-art for the Second Assessment Report of the IPCC (Houghton et al., 1996) in that the model contains some sophisticated physics (in particular terrestrial processes), as well as relatively complex representations of sea ice, ocean and atmospheric processes.

The CSIRO Mk3L climate system model represents a system configured for specific applications: long-time scale or very-large ensemble simulations. The model can be integrated for millennium-length simulations, or used to conduct hundreds of individual realisations to explore the probability of specific events such as terrestrial carbon collapse (Cox et al., 2000), probability of drought or reliability of monsoon systems. In this paper we focus on the impact of coupling a new land surface model with the capacity to simulate terrestrial carbon fluxes. Adding this capacity is a key step in moving from a climate system model to an Earth System Model. This paper explicitly builds on Phipps et al. (2011), which describes version 1.0 of Mk3L. Here we focus on how the near-surface climatology of the model is affected by including a more sophisticated land surface model and demonstrate the model’s skill in capturing some new variables unavailable in the default version of the model.
2 Model description

Mk3L is fully documented in Phipps et al. (2011) and this description is not repeated here. However, details are provided on the two land surface models used: a relatively simple “second generation” scheme and a more advanced “third generation” model (see Sellers et al., 1997).

2.1 K91 land surface model

The simple land surface model is an enhanced version of the soil-canopy scheme of Kowalczyk et al. (1991, 1994) and is hereafter referred to as K91. The model includes nine soil and 13 vegetation types, as well as a multi-level soil and snow cover scheme. Seasonally-varying values are provided for the albedo and roughness length and annual-mean values are provided for the vegetation cover fraction. The stomatal resistance is calculated as a function of air temperature, vapour pressure deficit, incident radiation flux density at canopy height and canopy leaf area index (see Jarvis, 1976). The soil model has six vertical layers, each of which has a pre-set thickness. Soil temperature and the liquid water and ice contents are calculated as prognostic variables. Run-off occurs once the surface layer becomes saturated, and is assumed to travel instantaneously to the ocean. The snow model computes the snow albedo and the temperature, density and thickness of three snowpack layers. The maximum snow depth is set at 4 m (equivalent to 0.4 m of water).

The K91 model has been extensively tested and evaluated and was demonstrated to perform well in a series of intercomparison studies (e.g. Henderson-Sellers et al., 1995). However, the capacity to simulate the feedback from climate change and variability resulting from changes in the terrestrial carbon balance has become increasingly important. The K91 model lacks this capacity and this has led to the development of a new representation of terrestrial processes that is now coupled to Mk3L.
2.2 The CABLE land surface scheme

The Community Atmosphere Biosphere Land Exchange (CABLE) land surface scheme version 1.4b (Wang and Leuning, 1998; Kowalczyk et al., 2006; Abramowitz et al., 2008; Wang et al., 2011) is a “third-generation” land surface scheme. CABLE formally couples the fluxes of energy, water and carbon at the canopy scale as described by Wang and Leuning (1998).

CABLE consists of a number of sub-models representing canopy processes, soil, snow, carbon pool dynamics and soil respiration. CABLE has a considerable lineage. It builds on a land surface model, SCAM, developed by Raupach et al. (1997). SCAM was coupled to an atmosphere model and tested using field measurements (Finkele et al., 2003). SCAM includes the near field theory of turbulent transfer between soil, vegetation and atmosphere (see Raupach, 1989) and calculations of canopy aerodynamic properties as a function of canopy height and canopy leaf area index (see Raupach, 1994). SCAM was later improved by implementing a one-layer two-leaf canopy model formulated by Wang and Leuning (1998) based on a multilayer model of Leuning et al. (1995). The one layer model differentiates between sunlit and shaded leaves, hence two sets of physical and physiological parameters were devised to represent the bulk properties of sunlit and shaded leaves. Several improvements were made to the one layer model including allowance for non-spherical leaf distribution, an improved description of the exchange of solar and thermal radiation, and modification of the stomatal model of Leuning et al. (1995) to include the effects of soil water deficit on photosynthesis and respiration (Wang et al., 2001). Annual plant net productivity is determined from the annual carbon assimilation corrected for respiratory losses (see Wang and Barrett, 2003). The seasonal growth and decay of biomass is determined by partitioning of the assimilation product between leaves, roots and wood. The flow of carbon between the vegetation and soil is described at present by a simple carbon pool model (Dickinson et al., 1998). A multilayer soil model is used, with Richards’ equation solved for soil moisture and the heat conduction equation solved...
for soil temperature. The snow scheme was also improved by including up to three layers of snow above the soil. The snow model computes the temperature, density and thickness of three snowpack layers, and the albedo of the snow surface as a function of the age of the top snow layer. Wang et al. (2011) provide full details of CABLE.

3 Off-line model evaluation

Land surface schemes are commonly evaluated uncoupled from the host atmospheric model before coupled model experiments are performed. CABLE has been extensively evaluated using traditional and innovative measures of model performance (Abramowitz, 2005; Kowalczyk et al., 2006; Wang et al., 2007; Abramowitz et al., 2008; Wang et al., 2011). A full-scale evaluation of CABLE is not presented here (see Wang et al., 2011). However, in order to help interpret the results from the coupled simulations, an evaluation of the base-line surface climate of CABLE in terms of the model’s capacity to simulate sensible and latent heat fluxes and a measure of carbon exchange is useful. We cannot, of course, evaluate CABLE’s capacity in terms of precipitation, net radiation or air temperature in off-line simulations, as these are all prescribed based on observations.

Figure 1 shows the simulation by CABLE of monthly averaged latent heat flux, sensible heat flux and net ecosystem exchange for the six locations detailed in Table 1. This evaluation of a land surface scheme is not entirely legitimate as CABLE is designed to run in a global climate model reflecting large spatial scales and the observations are locally specific. CABLE also uses large-scale estimates of some key parameters, including monthly leaf area index, that may not be similar to the values of specific observational sites. This evaluation should therefore be considered more as a “benchmark” for the model against which further versions might be compared.

In the case of Fig. 1, CABLE replicates the observed latent heat flux, on a monthly timescale, at Norunda (forest), Tumbarumba (forest) and Tharandt (forest) reasonably well. The latent heat flux is shifted 1–2 months too early in simulations at Harvard
Forest likely due to poor prescription of leaf area index at this site. This could be fixed trivially using site-specific data. While this would improve the simulation at this site, it would not improve confidence in the model coupled into Mk3L. There is a clear deficiency in CABLE’s capacity to simulate Little Washita (grass) likely related to mis-specification of leaf area index. For the sensible heat flux, CABLE captures the observations well at Tumbarumba and Metolius. A clear deficiency is apparent at Harvard Forest, Norunda and Tharandt, particularly in winter, but the summer and autumn simulations are good. Finally, in terms of net ecosystem exchange Tharandt is simulated very well and Metolius and Norunda reasonably. Harvard forest is well simulated but with a 2-month lag. Clear deficiencies are obvious in Little Washita and Tumbarumba.

Another way to evaluate a land surface model is to explore how well it can capture the probability density function of the observed fluxes. This evaluates more than the mean, it explores the shape of an observed distribution, and the tails or more extreme values. Land surface schemes provide fluxes to and from the atmosphere on a time-step basis in a climate model and therefore need to capture the variability in fluxes as well as the mean. In addition, recent analyses of the impacts of land surface processes on extremes (Seneviratne et al., 2006; Fischer et al., 2007; Seneviratne et al., 2010) point to the need to evaluate land surface models in terms of their capacity to simulate more extreme conditions. Figure 2 shows the probability density function of latent heat, sensible heat and net ecosystem exchange derived using 30-min simulated and observed data. There is considerable skill in the model across the whole distribution that suggests CABLE is capturing a considerable amount of the variability around terrestrial processes. The limitations of the model apparent in Fig. 1 are also clear in Fig. 2 with CABLE simulating too frequent negative latent heat fluxes at Harvard Forest, Norunda and Tharandt but there is still clear skill in the upper tails of these distributions. Washita and Tumbarumba are particularly skillfully captured with 87% and 88% of the observed probability density function matched. The skill is normally lower for the sensible heat flux and there are clear difficulties at Metolius, Norunda and Tharandt in the lower tails and mid-range of the probability density function. The
simulation of the more challenging NEE (which is a balance of a series of quite large fluxes) highlights the distance land surface modelling still has to go to provide reliable estimates of this flux in a climate modelling system. There is some suggestion of skill at Tharandt and Harvard Forest but in all cases the probability density function is too centred on values around zero and fails to capture the observed upper range of the distribution. The lower range seems to be better captured.

Figures 1 and 2 highlight a suite of strengths and weaknesses in CABLE. For some places the model is very good, in others quite poor. This could be easily resolved via site-specific calibration of parameter values; if leaf area index was calibrated the simulations at many sites would improve considerably. However, this is not feasible within the coupled climate model and we provide Figs. 1 and 2 combined with Table 2 as an honest assessment of the model’s skill in its global configuration. This cannot be compared to site-specific model evaluation studies that inevitably point to higher levels of skill because the model is calibrated or the model developer chooses site-relevant parameters. Indeed, in comparison with other land surface models, CABLE’s performance is very competitive (see Abramowitz et al., 2008). The inclusion of this comparison against multiple sites is intended therefore as a benchmark of the skill in the current version of CABLE in capturing observed station data and to enable direct comparisons in the future.

4 Coupled model experimental design

4.1 Experimental details

Two atmosphere-sea ice-land surface model simulations were conducted, both integrated for 50 yr, with the only difference being the land surface model. We principally focus on results averaged over the last 40 yr. Both simulations were initialised from the final state of a previous experiment that was integrated for 500 yr. The model was then integrated from this initial state for 50 yr under pre-industrial boundary conditions.
The atmospheric carbon dioxide concentration was set to 280 ppm, the solar constant to 1365 W m\(^{-2}\), and modern values were used for the Earth’s orbital parameters. The bottom boundary condition was derived from the NOAA Optimum Interpolation v2 sea surface temperature analysis (Reynolds et al., 2002), with climatological sea surface temperatures being calculated for the period 1982–2001. Soil temperatures and moisture were initialised identically; this was possible because both land surface schemes use the same configuration for soil layers. The initial carbon stores used biome-specific initialisation based on Polglase and Wang (1992).

### 4.2 Evaluation data sets

For the near-surface (2 m) air temperature and precipitation we use a variety of observations. We use Willmott and Matsuura (2001) for temperature and precipitation (1950–1999), Legates and Willmott (1990) for temperature and precipitation (1920–1980), New et al. (2000) for temperature (1961–1990) and the NCEP-2 reanalysis (Kalnay et al., 1996) over the 1979–1998 period. We also use Xie and Arkin (1997) for 1979–1998 and the Global Precipitation Climatology Product (GPCP; Huffman et al., 1997) for 1979–2002. We select one of these climatologies for global comparisons and use the range in these estimates where possible in zonal figures.

In terms of terrestrial quantities, we evaluate CABLE using several estimates for net primary productivity: a MODIS product (Zhao et al., 2005), monthly net primary productivity from the Carnegie-Ames-Stanford Approach (CASA) model (Potter et al., 1993; Randerson et al., 1997) and a multi-model mean net primary productivity from Cramer et al. (1999). We use the direct observations for the global maps (Zhao et al., 2005) but include the model-derived products in the zonal figures where possible. We evaluate the simulated net surface radiation product using ISCCP FD from 1983–2000 (Zhang et al., 2004).

Finally, where possible, results are compared to the range of models used in the 3rd Assessment Report (TAR) of the IPCC (McAvaney et al., 2001). We note this is not entirely reasonable as the TAR models used a coupled modelling system including...
a dynamic ocean model. However, most also used flux adjustment to improve performance relative to observations. Comparing our results with those from the TAR at least provides a sense of the competitiveness of Mk3L.

5 Results

We present December-January-February (DJF) and June-July-August (JJA) global maps for a range of quantities compared with an available data set. We also show zonally-averaged results compared with the range of observations where possible.

5.1 Surface forcing fields

There are three key forcing fields that a climate model has to capture realistically if the simulation of terrestrial processes including carbon is to be reliable: precipitation, temperature and net radiation.

Figure 3 shows the near-surface (2 m) air temperature simulated by the two versions of the model. There are several observational estimates of this quantity and these are all shown (as a range) in the zonal figures. The global field shows differences between the model and observed of a similar magnitude irrespective of which land surface model is used. The global maps can be compared to Fig. 7.2 of McAvaney et al. (2001) which shows the multi-model difference for DJF from observed for the models used in the TAR. Mk3L captures the DJF near-surface temperature on a par with the multi-model mean. There is a strong similarity in the patterns with both showing a warm bias over North America, eastern Russia and southern Australia, and a cold bias over northern Eurasia, the Himalayas, China and parts of Africa. The magnitudes of the differences are largely similar and the large-scale biases shown by Mk3L are insensitive to the land surface scheme used.

The lower panels on Fig. 3 show the zonal simulation of surface temperature and the range of the observational estimates. Mk3L captures the DJF and JJA zonal gradients
impressively. Comparing the DJF result with the equivalent shown in Fig. 7.2 of McA-
vaney et al. (2001) shows that the model is competitive with those models used in the
TAR.

Figure 4 shows the precipitation field and can be compared to Fig. 7.3 (top) of McAv-
aney et al. (2001). As with temperature, there are similarities in the biases shown by
the models used in the TAR and those shown in Fig. 4 for DJF. Both have dry biases
over Amazonia although Mk3L's is more intense, both have a dry bias over the western
edge of north and south America likely related to a poor representation of the Rockies
and Andes, and both have a wet bias over southern Africa. Overall, Mk3L's precipitation
simulation is comparable to the models used in the TAR.

The lower panels on Fig. 4 show the zonal simulation of precipitation and the range
of the observational estimates. Mk3L captures the overall DJF and JJA zonal variability
extremely well but there are clear anomalies in both versions of the model. The model
underestimates the intensity of rainfall in JJA south of 10° N due to an underestimation
of rainfall over the Amazon and Congo basins. The model also overestimates the
intensity of DJF rainfall in the region 0–10° S. However, tropical rainfall is a particularly
difficult quantity to capture in models and the range shown in Fig. 7.3 of McAvaney et al.
(2001) shows very considerable variations. Mk3L is particularly competitive, relative to
most models used in the TAR, in the northern hemisphere. The simulated bias in
the region 30–40° S is an area many other models have difficulties with and Mk3L is
again competitive. However, the peak rainfall from Mk3L coupled to CABLE is about
1 mm day⁻¹ higher than other models in the region 0–10° S, and is about 1.5 mm day⁻¹
higher than the observations. This is due to excess precipitation over the Amazon
Basin, as discussed in Sect. 5.2.

Figure 5 shows the difference between the observed surface net radiation and the
modelled variable. The observed detailed patterns of net radiation are probably not
reliable and are not shown, but the zonal estimates are likely reasonable. Mk3L
over-estimates net surface radiation in the region 10–50° N in JJA (Fig. 5a). This is
caused by large biases simulated over North Africa, the Middle East, northern India
and southern North America. These are all semi-arid regions and the biases are likely associated with too low an albedo in sparsely vegetated areas. In other regions, and in DJF (Fig. 5b), Mk3L captures the zonal distribution of net radiation well. Where the results from the two land surface models differ, CABLE always simulates lower net radiation fluxes.

5.2 Surface fields

Three key fields drive terrestrial processes: net radiation, temperature and rainfall. The energy is partitioned into sensible and latent heat and used for photosynthesis assuming water is available (see Pitman, 2003). This section explores these fluxes, starting with the forcing terms and then the turbulent energy fluxes and carbon. The section focuses on the impact of the choice of land surface model on these quantities.

Coupling CABLE to Mk3L has a large impact on the net radiation (Fig. 6). Over most of Eurasia and tropical Africa, CABLE receives 20–50 W m$^{-2}$ more net radiation than K91 and 20–50 W m$^{-2}$ less net radiation over most other continental surfaces. This is largely driven by changes in incoming solar radiation, coupled with changes in the surface albedo. In DJF, CABLE typically receives 10–50 W m$^{-2}$ less net radiation, except over southern Africa and parts of South America. These changes do not drive a significant change in precipitation (Fig. 6c and d) except over Amazonia where in DJF CABLE receives more rainfall immediately south of the equator and less rain on the equator and at 20$^\circ$ S. The changes in net radiation lead to changes in temperature (Fig. 6e and f) and CABLE is cooler in JJA and DJF over most continental surfaces by mainly 1–2$^\circ$C but locally 2–4$^\circ$C and over southern China (DJF) and Amazonia (JJA) by more than 4$^\circ$C. The areas where net radiation strongly increases in JJA (Fig. 6a) do not show a noticeable temperature response.

These changes in the forcing terms would be expected to affect the terrestrial sensible and latent heat exchange. Figure 7a shows a large-scale increase (30–50 W m$^{-2}$) in sensible heat fluxes over Eurasia in JJA caused directly by the increase in net radiation (Fig. 6a). However, there are also increases in sensible heat fluxes over North
America despite the reduction in net radiation. This is caused by a change in the surface moisture availability and a reduction in the latent heat flux (Fig. 7c). Thus CABLE leads to a cooler (Fig. 6e) drier surface and the suppression of latent exchange leads to the energy balance being achieved through an increase in the sensible flux. CABLE also simulates lower latent heat fluxes and higher sensible heat fluxes over Amazonia in DJF but higher latent and lower sensible fluxes in JJA (Fig. 7c and d). In general, Fig. 7 shows a pattern of CABLE simulating higher sensible heat and lower latent heat fluxes in JJA and generally lower sensible and higher latent heat fluxes in DJF compared to K91.

The simulation by CABLE of the net primary productivity (NPP) of the continental surfaces is shown in Fig. 8 (note K91 does not simulate these quantities). CABLE captures the basic pattern of NPP, with high values over the tropics, southern China and tropical Africa, and low values over the deserts of North Africa and Australia. There is a strong sense that the basic low NPP values at high latitudes and the transition to higher values in the temperate regions, increasing further to the tropics, is captured. Figure 8c shows the difference between CABLE and observations. Most regions are simulated to within ±25 g C m⁻² month⁻¹. In some regions of high observed NPP this is satisfactory but errors of order 25 g C m⁻² month⁻¹ are large relative to the observed NPP in temperate regions. Figure 9 shows zonal plots and provides evidence of both overall strong performance by CABLE and areas of model limitations. Figure 9a shows the seasonal variation in the global mean NPP. While CABLE overestimates NPP in the first and last parts of the year, the ability to capture this seasonality is reassuring. The zonal mean (Fig. 9b) shows CABLE's simulation of annual NPP is within the observational uncertainty south of 35° S and over most of the northern hemisphere. CABLE clearly underestimates NPP in the tropics (see Fig. 9b), a systematic bias affecting tropical Africa, Amazonia and (where resolved) south-east Asia. This bias is serious between 10° S and 10° N where CABLE underestimates NPP by about 25%. Using an estimate of JJA and DJF NPP from CASA (Randerson et al., 1997), Fig. 9c and d shows the zonal performance of CABLE. In JJA CABLE captures the zonal variability well. The
model captures the northern hemisphere gradient in NPP and the summer hemisphere peak in NPP, as well as the large-scale gradient in the southern hemisphere. There are of course limitations and CABLE underestimates NPP around 10° S and overestimates NPP in 30–40° S. The gradient of increasing NPP in the northern hemisphere summer is also underestimated between 40–50° N but the errors are relatively small (of order 10%). In the DJF season CABLE captures the northern hemisphere gradient superbly as well as most of the variation through the tropics. CABLE underestimates NPP in the region 20–30° S by at least 50% however. Overall, CABLE’s performance in simulating NPP is one of the strengths of Mk3L. While Fig. 8 showed that there were significant regional weaknesses, the overall pattern of NPP seasonally and latitudinally provides considerable confidence in the utility of this model.

6 Discussion and conclusions

This paper has evaluated the atmosphere–sea ice–land surface component of the CSIRO Mk3L climate system model version 1.0, and has shown that it performs on a par with those models used in the 3rd Assessment Report of the Intergovernmental Panel on Climate Change. These models had a spatial resolution that was similar to Mk3L and, while some state-of-the-art coupled models simulate the observed climate better than Mk3L (see Randall et al., 2007), these could not be routinely used for millennium-scale or multiple century-scale simulations. This provides the rationale for slightly simplified but computationally efficient models like Mk3L.

The coupling of Mk3L to CABLE provided the opportunity to evaluate the impact of land surface processes on the simulated climate. We showed that Mk3L can capture temperature and rainfall reasonably well over the continental surfaces, and that these large-scale simulations were not substantially affected by the choice of land surface scheme. However, coupling CABLE to Mk3L significantly altered the net radiation and therefore the partitioning of net radiation between sensible and latent heat. This in turn led to regional modifications to the near-surface air temperature field. However,
it is unlikely that we could demonstrate that adding CABLE to Mk3L led to a superior climate simulation. K91 was carefully configured to work well at large-scales given the limitations of climate models and CABLE has yet to undergo the decade of calibration and configuration to similarly optimise the performance of the scheme. However, there is no evidence that coupling CABLE degrades the climate simulation of Mk3L significantly relative to the existing biases – that is, there is no evidence that the errors in Mk3L are directly attributable to the terrestrial model. In the simulation of temperature, the remaining biases in Mk3L are different between CABLE and K91 but not generally larger with one scheme. CABLE appears to degrade the simulation of DJF tropical rainfall (Fig. 4) but only by \(\sim 1\) mm day\(^{-1}\). The large change in net radiation (Fig. 6a) is probably an improvement in CABLE (see Fig. 5a) since the modelled flux coupled to CABLE is closer to the observations around 20–40\(^{\circ}\) N than with the original scheme. These large changes in net radiation cause changes in the partitioning of available energy between sensible and latent heat flux (Fig. 7) and while it is tempting to suggest that CABLE is likely better because the net radiation is better, the absence of independent observations makes this difficult to conclude.

While it may be difficult to argue that adding CABLE to Mk3L significantly enhances the global climate simulation, the addition does significantly improve the utility of the climate model. Specifically, the new model can simulate the terrestrial carbon balance. Figure 8 shows regional differences between the observed and modelled estimates in NPP exceeding \(\pm 10\) g C m\(^{-2}\) month\(^{-1}\) which is large, although Fig. 9 provided strong evidence that the model could capture the global large scale seasonality, the annual NPP and the seasonally averaged zonal variability in NPP remarkably well. This is likely a result driven to first order by a good global temperature, rainfall and net radiation simulation since the calculation of NPP is largely driven by these quantities. The biases that remain (Fig. 8) may be related to errors in the forcing, or more likely related to more regionally-specific characteristics in the vegetation that CABLE has yet to resolve.

The addition of terrestrial carbon and the evaluation of NPP suggest that the model can capture the basic processes that control NPP. Overall therefore, Mk3L is a valuable
and robust tool for millennium-scale simulations. Its relatively strong climatology, its numerical efficiency and its inclusion of terrestrial carbon makes it a particularly valuable tool to explore long-time scale behavior in the climate system and we aim to report on these experiments in the future. The community plans to continue to enhance this model via the addition of ocean biogeochemistry, dynamic vegetation and nutrients and aerosols to gradually build a more complete Earth System Model capable of millennium-scale integrations.
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**Table 1.** The six flux tower sites, vegetation type, location, period of record and reference to the data sets.

<table>
<thead>
<tr>
<th>Site name</th>
<th>Vegetation type</th>
<th>Lat</th>
<th>Long</th>
<th>Years</th>
<th>Reference</th>
</tr>
</thead>
</table>
Table 2. Basic data for each flux tower site for the latent heat flux, sensible heat flux and net ecosystem exchange for observed and modelled quantities.

<table>
<thead>
<tr>
<th></th>
<th>Latent heat flux (W m(^{-2}))</th>
<th>Sensible heat flux (W m(^{-2}))</th>
<th>Net Ecosystem Exchange (µmol m(^{-2}) s(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE</td>
<td>Obs mean</td>
<td>Model mean</td>
</tr>
<tr>
<td>Harvard Forest</td>
<td>56.5</td>
<td>35.4</td>
<td>29.4</td>
</tr>
<tr>
<td>Little Washita</td>
<td>44.4</td>
<td>34.0</td>
<td>25.9</td>
</tr>
<tr>
<td>Metolius</td>
<td>60.8</td>
<td>40.4</td>
<td>27.7</td>
</tr>
<tr>
<td>Norunda</td>
<td>48.1</td>
<td>27.6</td>
<td>32.9</td>
</tr>
<tr>
<td>Tumbarumba</td>
<td>62.9</td>
<td>52.0</td>
<td>43.7</td>
</tr>
<tr>
<td>Tharanzt</td>
<td>65.2</td>
<td>32.4</td>
<td>45.7</td>
</tr>
</tbody>
</table>
Fig. 1. Seasonal climatology observed and simulated for the six locations detailed in Table 1. The first column is the latent heat flux (W m$^{-2}$), the second column is the sensible heat flux (W m$^{-2}$), and the third column is the net ecosystem exchange (µmol m$^{-2}$ s$^{-1}$).
Fig. 2. Probability density functions, based on daily data, for the six locations detailed in Table 1. The first column is the latent heat flux (W m$^{-2}$), the second column is the sensible heat flux (W m$^{-2}$), and the third column is the net ecosystem exchange (µmol m$^{-2}$ s$^{-1}$). The grey shaded region on each panel shows region of overlap and this is quantified by the numeric value shown.
Fig. 3. The 2 m air temperature differences (K) between (a) Mk3L coupled to CABLE for JJA; (b) Mk3L coupled to CABLE for DJF, (c) the K91 land surface scheme for JJA and (d) the K91 land surface scheme for DJF. In each case the model is differenced from the CRU (New et al., 2000) climatology. In the lower panels the observed range is shown for WM (Willmott and Matsuura, 2001), NC (Kalnay et al., 1996), LE (Legates and Willmott, 1990) and CR (New et al., 2000). Only values over continental surfaces are shown.
Fig. 4. As Fig. 3 but for precipitation (mm day$^{-1}$) differenced from the CMAP precipitation rate (Xie and Arkin, 1997). In the lower panels the observed range is shown for XA (Xie and Arkin, 1997), WM (Willmott and Matsuura, 2001), LE (Legates and Willmott, 1990) and GP (Huffman et al., 1997). Only values over continental surfaces are shown.
Fig. 5. Zonal net surface radiation (W m$^{-2}$) for JJA (left) and DJF (right) for the two Mk3L simulations (observations are ISCCP FD, Zhang et al., 2004).
Fig. 6. Difference between Mk3L coupled to CABLE and coupled to K91 for (a) net surface radiation for JJA (W m\(^{-2}\)); (b) net surface radiation for DJF (W m\(^{-2}\)); (c) precipitation for JJA (mm day\(^{-1}\)); (d) precipitation for DJF (mm day\(^{-1}\)); (e) 2 m air temperature for JJA (K) and (f) 2 m air temperature for DJF (K). Only values over continental surfaces are shown.
Fig. 7. Difference between Mk3L coupled to CABLE and coupled to K91 for (a) sensible heat flux for JJA (W m\(^{-2}\)); (b) sensible heat flux for DJF (W m\(^{-2}\)); (c) latent heat flux for JJA (W m\(^{-2}\)); and (d) latent heat flux for DJF (W m\(^{-2}\)). Only values over continental surfaces are shown.
Fig. 8. Annual mean net primary productivity (g C m\(^{-2}\) month\(^{-1}\)) from (a) MODIS MOD 17-vegetation production (Zhao et al., 2005); (b) Mk3L coupled with CABLE and (c) Mk3L coupled with CABLE minus the observed.
Fig. 9. Net primary productivity (g C m$^{-2}$ month$^{-1}$) for (a) global mean values compared with the estimate from CASA (Randerson et al., 1997); (b) annual net primary productivity simulated by Mk3L coupled with CABLE compared with the range of estimates from CA (Randerson et al., 1997), CR (Cramer et al., 1999) and MO (Zhao et al., 2005); (c) zonally averaged JJA net primary productivity compared with CASA and (d) zonally averaged DJF net primary productivity compared with CASA.