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Abstract

Data assimilation is the process of combining real-world observations with a modelled geophysical field. The increasing abundance of satellite retrievals of atmospheric trace gases makes chemical data assimilation a powerful tool for improving air quality forecasts.

We implemented a two-dimensional optimal interpolation (OI) algorithm to assimilate satellite-derived estimates of tropospheric NO$_2$ column concentrations into the Danish Eulerian Hemispheric Model (DEHM, version V2007.0), a three-dimensional, European-scale, chemical transport model. In particular, we describe how we used observational data to estimate the background error covariance matrix, $B$. In the assimilation, the tropospheric column NO$_2$ field was adjusted and the modelled NO$_2$ profile was scaled accordingly; other species were only adjusted indirectly via changes to NO$_2$ concentrations.

We ran a number of experiments to compare different parameterisations of $B$; this involved varying the length scale used in $B$, the relative weighting of the background and observation errors, the errors assigned to observations and the influence of clustered observations. We assessed model performance by comparing the analysed fields to an independent set of observations: ground-based measurements of NO$_2$ concentrations. Ozonosonde profiles were also used for verification.

The analysed NO$_2$ and O$_3$ concentrations were more accurate than those from a reference simulation without assimilation, with lower bias for both species and improved correlation for NO$_2$. The experiments showed that appropriately chosen parameters for the $B$ matrix, estimated using innovation statistics, yielded more accurate surface NO$_2$ concentrations. There was good agreement between the seasonally-averaged observed and modelled O$_3$ profiles.

The simple OI scheme was effective and computationally feasible in this context, where only a single species was assimilated and only a two-dimensional field was adjusted. However there are certain limitations to using this assimilation scheme for
more highly multi-dimensional problems. Although forecast accuracy was not examined here, we discuss the potential for improving NO$_2$ forecasts by using assimilation to generate initial conditions.

1 Introduction

Chemical transport models (CTMs) are widely used for forecasting air pollution, evaluating proposed emission reductions, studying chemical or physical processes, and assessing climate-scale effects and forcings related to atmospheric components (Jacobson, 2005). Modelled concentrations are often highly uncertain, and can be improved in several ways, such as better parameterisation of sub-grid scale processes, more accurate estimates of forcings at the lateral and lower boundary conditions, higher spatial resolution, higher order numerical methods, and more accurate initial conditions. Data assimilation (DA) aims to improve estimates of initial conditions by combining previous forecasts with recent observations (Kalnay, 2003).

In recent decades, satellite retrievals of atmospheric constituents have complemented observations from ground-based monitoring stations (Martin, 2008). Satellite retrievals provide concentration estimates for the total vertical column, for a partial column (e.g. the troposphere) or at a range of vertical levels, and they cover a far greater geographical range across the planet compared to ground-based measurements of surface concentrations. They therefore present great potential for use in “chemical DA” (i.e. DA for CTMs). For a comprehensive review of chemical DA, see Carmichael et al. (2008).

Optimal interpolation (OI) is the one of simplest DA algorithm currently applied to CTMs; it is based on a least-squares formulation of the DA problem. While the assumptions underpinning OI are relatively crude, this algorithm is simple to implement and may be computationally cheaper than other more sophisticated DA methods, provided that neither the number of observations nor the number of model variables is too large. In meteorology, OI has long been surpassed by variational or Kalman filtering.
methods (Kalnay, 2003), however it is still in use with chemical transport models. For example, Mok et al. (2008) used OI with a Gaussian puff model for sulfur dioxide over Lisbon, Portugal. Adhikary et al. (2008) and Matsui et al. (2004) applied OI to assimilate satellite retrievals of aerosol optical depth when modelling aerosol concentrations over South-East Asia and the eastern United States, respectively.

In the case of off-line CTMs, a small perturbation in the initial conditions will typically decay as the simulation proceeds, mainly due to forcing from sources and sinks such as chemistry and emissions (Carmichael et al., 2008; Wu et al., 2008). Thus the quality of the initial conditions is less critical in air quality modelling than for numerical weather prediction (NWP) models, where perturbations tend to grow with time. In the case of short-lived chemical species, the duration of the initial perturbation may be quite brief (e.g. one day) and this limits the extent to which better initial conditions can improve concentrations forecasts. Chemical DA can, nonetheless, be used for historical re-analysis.

The conceptual and practical simplicity of OI makes the algorithm a reasonable starting point for use of DA in CTMs. Wu et al. (2008) compared four different DA methods (OI, two types of Kalman filter, and four-dimensional variational assimilation) applied to ozone forecasting. They demonstrated that OI, although a relatively simple method, was comparable in performance to the more advanced and computationally intensive variational and Kalman filter methods.

This study concerns the assimilation of satellite-derived estimates of tropospheric concentrations of nitrogen dioxide ($NO_2$). $NO_2$ plays an important role in atmospheric chemistry. In the stratosphere, it is involved in catalytic cycles that destroy ozone ($O_3$); in the troposphere $NO_2$ is a key $O_3$ precursor, especially in polluted urban environments (Seinfeld and Pandis, 2006, chapters 5, 6). $O_3$ is itself an important precursor for the hydroxyl radical, a key atmospheric oxidant (Jacob, 1999). $NO_2$ photo-dissociates into NO and O for wavelengths less than 370 nm, and it can be responsible for reduced visibility in polluted environments. The principal anthropogenic source of $NO_x$ ($NO_2 + NO$) is combustion, and the main removal mechanism is conversion to $HNO_3$,
which deposits rapidly. NO and NO\textsubscript{2} inter-convert and atmospheric lifetime of NO\textsubscript{x} varies from hours to days at the surface to a couple of weeks in the upper troposphere (Seinfeld and Pandis, 2006, pp. 224). There is also substantial seasonal variation; Schaub et al. (2007) estimated the lifetime of NO\textsubscript{x} to be around 3 h during summer and 13 h during winter. Thus NO\textsubscript{2} is a relatively “local” pollutant.

NO\textsubscript{2} is also of interest from a human health perspective. For example, exposure to NO\textsubscript{2} has been linked to reduced lung function, asthma and increased mortality (Peters et al., 1999; Belanger et al., 2006; Stieb et al., 2002). Furthermore, NO\textsubscript{2} is a precursor of NO\textsubscript{3} ions, which can be an important component of particulate matter (PM); PM has also been associated with numerous adverse impacts on human health (Pope, 2000). In urban environments, NO\textsubscript{2} and PM concentrations are typically highly correlated, since combustion processes are the main anthropogenic emission sources for both pollutants. This makes it difficult to separate the independent health impacts of NO\textsubscript{2} and PM in an epidemiological context, especially since there is a poor correlation between measured personal exposure and ambient concentrations observed at fixed monitoring sites (Searl, 2004). See WHO (2003) or Searl (2004) for reviews of the health effects of NO\textsubscript{2} exposure.

In this study we make use of tropospheric NO\textsubscript{2} column concentrations, derived from measurements by the Ozone Monitoring Instrument (OMI) aboard the NASA satellite AURA (see Sect. 2.1). These NO\textsubscript{2} retrievals have been used in a number of contexts. They have been used to re-estimate NO\textsubscript{x} emission rates (Zhao and Wang, 2009). They have been validated against ground-based measurements (Lamsal et al., 2008), spectrometers (Iionov et al., 2006), aircraft campaigns (Boersma et al., 2008). They are a resource for validation of air quality models (Huijnen et al., 2010) or comparison with retrievals from other satellites (Boersma et al., 2008). Furthermore, they have been used to study particular pollution or emission reduction events (Wang et al., 2007). Wang et al. (2011) assimilated OMI NO\textsubscript{2} retrievals in a regional CTM, and we will compare our findings with those of Wang et al. (2011) in Sect. 5.
The present study follows from the work of Frydendall et al. (2009), who assimilated in-situ O₃ measurements using OI in a three-layer, regional CTM (DEOM; Brandt et al., 2001a). They compared O₃ fields, calculated with or without DA, to observations from ground-based monitoring stations. Several variants of this DA algorithm were trialled, and optimised for the available observations (namely, O₃ measurements from ground-level monitoring stations).

In this article, we assimilated retrieved tropospheric NO₂ columns from OMI. We applied OI to a more advanced CTM than the one used by Frydendall et al. (2009) (see Sect. 2.2). We describe how the background error covariance matrix was parameterised based on the satellite innovation statistics (Hollingsworth and Lonnberg, 1986); we account for the fact that observations are asynchronous and from a single mobile observing platform (see Sects. 2.3 and 2.4). We present the results of experiments in which we tested different parameterisations of the modelling/assimilation setup in order to optimise its performance for the available data (see Sect. 3.1). The analysed concentration fields are compared to ground-based observations of NO₂ concentrations (see Sects. 3.2 and 4). In Sect. 5, we discuss these results in the broader context of forecasting and chemical DA.

2 Assimilation and modelling framework

2.1 OMI retrievals

Tropospheric NO₂ concentrations were retrieved from radiances measured by the Dutch-Finnish Ozone Monitoring Instrument (OMI) aboard the NASA satellite Aura. Aura’s orbit is sun-synchronous, crossing the equator between 13:30 and 14:00 local time, passing over Europe shortly after. The retrieval scheme is described in Boersma et al. (2002, 2007). Retrievals from regions with cloud cover, or otherwise deemed unreliable by the retrieval algorithm, were excluded, as were negative estimates of concentrations (which are an artifact of the retrieval scheme). We used version 1.0.2
(released 29 April 2008) of the level 2 retrieved tropospheric column NO$_2$ concentrations. The retrieval process yielded a measure of the estimate’s uncertainty. The retrieved total column was found to be highly correlated with the associated uncertainty measure ($R^2 = 0.95$).

The OMI data represent a different temporal and spatial resolution compared to that of the CTM used in this study (see Sect. 2.2). The model domain covered Europe, and satellite readings in this area were available several times a day, usually few hours before and after 12:00 UTC. Multiple images are produced per satellite overpass. The spatial resolution of the CTM used in this study is approximately 50 km × 50 km across the model domain. Resolution of the OMI images varies across the camera’s swath. Nadir pixels are 13 km × 24 km, while pixels furthest from nadir are 13 km × 128 km. Very few, if any, OMI pixels larger than 50 km are used in the present work.

In a given image, many pixels were deemed to be unreliable, mainly due to clouds. Often as much as 50% pixels were classified as unreliable. Such pixels are excluded from any further processing in the work presented here.

### 2.2 Chemical transport model: DEHM

The Danish Eulerian Hemispheric Model (DEHM) is an off-line, Eulerian, three-dimensional, long-range CTM (Christensen, 1997; Brandt et al., 2001a,b,c; Frohn et al., 2002). The model simulates atmospheric transport and diffusion, chemical transformations, wet and dry deposition, and emissions from a range of biogenic and anthropogenic sources.

Version V2007.0 of DEHM was used in this study: this is the version developed for the 2007 annual report for the Danish Air Quality Monitoring Programme (NOVANA; Kemp et al., 2008). In the present configuration of the model, the horizontal domain covers Europe (Fig. 1), spatially discretised with a 96 × 96 horizontal grid using a polar stereographic projection. In the vertical, the model extends from the surface to 100 hPa in 20 vertical layers using terrain-following $\sigma$-coordinates. This version of the model describes a total of 58 gaseous chemical species and 5 classes of particulate
matter. The chemistry scheme is similar to that used in the European Monitoring and Evaluation Programme (EMEP) model (Simpson et al., 2003). Meteorological variables (e.g. wind speed, temperature, pressure) were calculated by the Eta mesoscale numerical weather prediction model (Black, 1994; Janjic, 1990, 1994), with initial conditions provided by NCEP FNL (Final) Operational Global Analysis data set (available at http://dss.ucar.edu). Emission rates were based on the following emissions inventories: EMEP (Vestreng and Klein, 2002), EDGAR (Olivier and Berdowski, 2001), GEIA (Benkovitz et al., 1996) and RETRO (Schultz et al., 2007).

The extended continuity equation is split into several sub-equations, which are in turn solved sequentially (Lanser and Verwer, 1999). Horizontal advection is solved via “accurate space derivatives” (Dardub and Seinfeld, 1994), and by applying Forester and Bartnicki filters to resolve, respectively, spurious oscillations and negative mass (Forester, 1977; Bartnicki, 1989). Finite elements with linear shape functions are applied to vertical advection. Diffusion is solved using a combination of the finite elements method and the θ-method (e.g. Morton and Mayers, 2005, Sect. 2.10). The chemistry solver involved a combination of a second-order, two-step, variable step-size backwards differentiation formula (Verwer et al., 1996) and the Euler backward iterative method (Hertel et al., 1993). Lateral boundary conditions are either free or fixed, depending on the wind direction at the boundaries – see Frohn et al. (2002) for further references and details.

### 2.3 Optimal interpolation

As mentioned above, the algorithm presented here is based on the two-dimensional OI DA scheme of Frydendall et al. (2009). The following describes version V2.0 of this scheme (cf., version V1.0, as presented by Frydendall et al., 2009).

The assimilation was performed once an hour, if any retrievals were available in the model domain in the previous hour. No special treatment was used to account for the time discrepancy between the model and OMI data, due to short interval between assimilation cycles.
For simpler comparison between the observed and modelled fields, we calculated the two-dimensional tropospheric NO$_2$ column concentrations based on the modelled three-dimensional NO$_2$ concentrations. This was done by summing the mass of NO$_2$ at each model level up to a height of 9 km, approximately the height of the tropopause in the higher latitudes. Thus the background is a two-dimensional field. After the assimilation, at each point in the two-dimensional field the mass of NO$_2$ was redistributed over vertical levels up to 9 km such that the proportions of mass at each level were unaltered.

We now summarise the OI DA scheme of Frydendall et al. (2009), which was used to assimilate O$_3$ observations. Let $x_b$ and $y_o$ be vectors of the background (in this case, the modelled tropospheric NO$_2$ column concentrations) and observed variables (in this case, OMI estimates of tropospheric NO$_2$), respectively. Let $B$ and $R$ be the error covariance matrices for $x_b$ and $y_o$ respectively. Let $H$ be the linear transformation from the model space to the observation space. Then the analysed field $x_a$ is estimated (Kalnay, 2003, pages 150–156) by

$$x_a = x_b + BH^T \left( HBH^T + R \right)^{-1} (y_o - Hx_b).$$

(1)

The background error covariance matrix is parameterised using the correlation function of Balgovind et al. (1983),

$$f(r; e_b, L) = e_b(1 + r/L)e^{-r/L}$$

(2)

where $r$ is the horizontal distance between two points, $e_b$ is the background error weight, and $L$ is the correlation length scale. Only horizontal distances were considered since the background field was two-dimensional. The entries of $B$, the background error covariance matrix, are given by

$$B_{ij} = \frac{1}{2} \left( f(r_{ij}; e_b, \tilde{L}_i) + f(r_{ij}; e_b, \tilde{L}_j) \right)$$

where $r_{ij}$ is the horizontal distance between the $i$-th and $j$-th model variables, and $\tilde{L}_i$ is the adjusted correlation length scale accounting for the number of observations in the
neighborhood of the \( i \)-th variable. The adjustment, suggested by Hoelzemann et al. (2001), is:

\[
\tilde{L}_i = (1 - \min(\delta_i, 8)/10)L
\]

(3)

where \( \delta_i \) is the number of observations within distance \( L \) of the \( i \)-th variable, for characteristic length scale \( L \). The linear observation operator, \( H \), was composed of a bi-linear interpolation to the locations of the four grid points surrounding each observation.

### 2.4 Parameter estimation

Frydendall et al. (2009) estimated the weight of the background, relative to the observation, \( e_b \), and the correlation length scale, \( L \), based on innovation statistics (Hollingsworth and Lonnberg, 1986). This involves plotting the correlations of the innovations (i.e. \( y_o - Hx_b \)) as a function of the distance between observations, and fitting Eq. (2) to this scatter-plot (Fig. 2).

If observations are obtained at fixed locations and at synchronised time-points, the correlation between a pair of locations is calculated by a pairwise comparison of the time-series of innovations. This is not possible for satellite data, as there is only one monitoring instrument and observations are both asynchronous and occur at different locations.

A substitute for time-series at fixed locations was created using a binning strategy, as described below:

1. Ignore OMI data from the outermost 4 rows and columns of the DEHM’s 96 × 96 grid, thus providing a buffer for potential boundary effects.

2. For each satellite retrieval inside this 88 × 88 grid, extract from the model the corresponding value by bi-linear interpolation to the middle of corresponding OMI pixel

3. Calculate the innovation (i.e. observed – predicted), and associate it with the nearest model grid-point, thereby binning the innovations.
4. Repeat steps 2–3, recording at most one innovation per bin per hour (since this was the frequency of the DA step).

5. For each pair of bins, calculate the correlation between innovations at the two grid-points for only those time-points when innovations were available in both bins at the same hour of the same day.

6. Plot the correlations calculated in step 5. against the distance between the grid-points (Fig. 2).

Equation (2) was fitted to these data by minimising the objective function

\[ g = \sum_{k=1}^{K} \frac{m_k}{r_k^2} (c_k - f(r_k; e_b, L))^2 \]  

(4)

where \( m_k \) is the number of points used to calculate the \( k \)-th correlation \( c_k \) – in other words, \( m_k \) is the number of synchronous observations in the \( k \)-th pair of bins. Furthermore \( r_k \) is the distance between the \( k \)-th pair of bins, and \( K \) is the total number of pairs of bins with a sufficient number of synchronous observations \( (m_k \geq 5) \) to calculate a correlation. Thus pairs of bins close together and with many synchronous observations were given the most weight, in order to better estimate the intercept parameter, \( e_b \). The PORT optimization library (Gay, 1990) was used to minimise Eq. (4).

The resulting parameter estimates were \( L = 212 \text{ km} \) and \( e_b = 0.45 \) for the \( \text{NO}_2 \) satellite retrievals, compared with \( L = 270 \text{ km} \) and \( e_b = 0.86 \) as calculated by Frydendall et al. (2009) for the ground-based \( \text{O}_3 \) data.

3 Experiments and verification

3.1 Data assimilation experiments

Frydendall et al. (2009) examined several configurations of their OI scheme to assimilate in situ \( \text{O}_3 \) measurements. There are important differences compared to this study:
we are assimilating satellite retrievals of tropospheric NO$_2$, and using a different and more advanced CTM. Thus we assume that the optimal configuration in the present situation will differ from that of Frydendall et al. (2009). In this section, we describe the DA experiments performed in order to find a good configuration for the OI solver in this context (see Table 1 for a summary).

Experiment ref involved no DA, and thus represents a “baseline” for the other experiments. Experiment 1 used the same configuration as the best-performing experiment from Frydendall et al. (experiment 8 in that article). In all other experiments, the background error covariance matrix was parameterised using the correlation length and background error weight estimated with the OMI retrievals ($L = 212$ km, and $e_b = 0.45$).

The spatial density of observations assimilated was much higher in this study than in Frydendall et al. (2009). We considered different methods of down-weighting observations in regions of high observational density in the background error covariance matrix – this involved different forms of Eq. (3). When we consider the number of observations within a distance of $L = 212$ km from each grid-point, the 70% quantile of this distribution was 75 observations, and thus the parameters for Eq. (3) were adjusted to reflect this in experiment 3:

$$\tilde{L}_i = (1 - \min(\delta_i, 75)/100)L$$

As mentioned in Sect. 2.1, an estimate of the uncertainty of the retrieved NO$_2$ concentration was provided by the retrieval process. This was used to parameterise the observation error covariance matrix in experiment 4, by setting $R_{ii}$, the error estimate of observation $i$, to the corresponding uncertainty estimate, $\sigma_i$. We note that both the retrieved value and associated error measurement were typically in the order of $10^{15}$ molecules NO$_2$ per cm$^2$, and so we scaled observation errors by a factor of $10^{-15}$.

There was, however, a strong, positive correlation between the observations and the associated uncertainty estimates ($R^2 = 0.95$). Thus, in experiment 5, we considered whether the relative uncertainty of observations (i.e. $y_{o,i}/\sigma_i$) was a more meaningful way of parameterising the observation error covariance matrix. The rationale was that
the absolute uncertainty would consistently down-weight large observations (due to the correlated noted above), potentially leading to bias.

3.2 Verification with EMEP data

Observations of NO$_2$ and O$_3$ concentrations for the year 2005 were obtained from ground-based measuring stations from the EMEP network (Aas, 2008). Time series of daily average concentrations were available at 38 stations recording NO$_2$, and 121 stations recording O$_3$ (Fig. 1). The different experiments were assessed by comparing the analysed fields to these measurements.

The DEHM describes a total of 63 atmospheric components, however we examine results for only two: NO$_2$ and O$_3$. Our main interest is in how the accuracy of NO$_2$ estimates varies when assimilating this species. We also chose to examine O$_3$, as it has a close chemical relationship with NO$_2$ and has important consequences for human health.

For each day, the (spatial) average over all stations was calculated for the observed and calculated concentrations (Fig. 3). Based on the observed and calculated time-series, we computed the correlation coefficient ($R^2$), the normalised mean squared error (NMSE) and the fractional bias (FB) – see Brandt et al. (1998) for definitions. Results are shown in Table 2.

3.3 Comparison with OMI retrievals

To compare the different DA experiments, we also examined how well the predicted NO$_2$ tropospheric concentration fields matched the satellite retrievals. For the satellite data, OMI observations were binned to the same 96 × 96 grid as the calculated values, and daily averages were calculated for each bin. The annual average for the OMI data was calculated from these daily averages.

Similarly, for the modelled data, annual averages were calculated from daily averages. The daily averages were calculated as the mean concentration over the period...
1:00 to 14:00 GMT, which corresponds to the interval containing most of the satellite overpasses. One complication was that in the binned OMI daily averages, only a fraction of bins contained observations (in the example shown in Fig. 4, grid-cells with no data are represented as grey squares). For a fair comparison of the OMI and modelled data, this pattern of “missing data” was therefore replicated when calculating the annual average of modelled values. Seasonal averages were calculated similarly, but restricted to the periods April–September and January–March/October–December, which are henceforth referred to as “AMJJAS” and “JFM-OND”, respectively. The resulting fields are shown in Figs. 5 and 6. The observed and modelled annual mean tropospheric NO\textsubscript{2} fields are compared on the basis of the $R^2$, NMSE and FB (see Table 3).

### 3.4 Comparison with ozonosondes

The vertical profile of O\textsubscript{3} concentrations has an important influence on the radiation balance of the troposphere and stratosphere (Jacob, 1999). Given the strong relationship between O\textsubscript{3} and NO\textsubscript{2}, we compared modelled O\textsubscript{3} profiles with those measured by ozonosondes; these data were made available by the Network for the Detection of Atmospheric Composition Change (NDACC, www.ndsc.ncep.noaa.gov). Observed O\textsubscript{3} profiles were interpolated to the heights of the model layers using cubic splines; seasonal averages were calculated for AMJJAS and JFM-OND from the interpolated profiles. We present results from two measurement sites: De Bilt (Holland) and Legionowo (Poland); see Fig. 7.

There are several different definitions for the tropopause (the boundary between the stratosphere and the troposphere); while it is typically defined based on lapse rate, the tropopause height can also be calculated based on the gradient of O\textsubscript{3} profile. The thermal and O\textsubscript{3} definitions usually agree reasonably well, although the O\textsubscript{3} tropopause is typically about 800 m below the thermal tropopause (Bethan et al., 1996). The points marked on Fig. 7 show the O\textsubscript{3} tropopause height, using the definition of Bethan et al. (1996).
3.5 Perturbation of initial conditions

Data assimilation is typically used to optimize initial conditions. For CTMs, the influence of initial conditions typically decays as the simulation proceeds. Thus the potential effectiveness for improving air quality forecasts is limited by how rapidly a perturbation to the initial conditions dissipates. To investigate how long the perturbation of the NO$_2$ field lasts, we ran two different simulations. These were initialised by concentration fields generated by experiments ref and 3. They were run for the period 1 July 2005 to 31 July 2005. We then calculated, for each hour, the mean ground-level concentration averaged over the entire domain and the root mean squared difference between the two simulations for both O$_3$ and NO$_2$ (see Fig. 8).

4 Results

4.1 EMEP

Table 2 presents the verification statistics for the 5 experiments. Experiments 1–5 were more successful than ref at estimating NO$_2$ concentrations, with experiments 2 and 3 giving the best results. The situation is not so simple for the O$_3$ results (see also Fig. 3), where experiment ref showed a higher NMSE and bias, but also higher $R^2$ than most of the other experiments. Among the experiments using DA, experiment 5 had the lowest bias and the highest $R^2$ value for O$_3$, but was less effective at estimating NO$_2$. The results for O$_3$ for experiments 2–5 showed a common pattern for O$_3$ of lower NMSE and FB, but also marginally lower $R^2$ compared to experiment ref.

Figure 3 shows the time-series of daily means, averaged over available measurement stations. We see that NO$_2$ concentrations (both modelled and measured) are higher and more variable during the period JFM-OND compared to during the period AMJJAS. The greatest changes, due to the use of DA, in the modelled NO$_2$ time-series are observed during JFM-OND. Without DA, the model underestimates NO$_2$ concentrations and does not capture the amplitude of temporal variability.
Changes, due to the use of DA, in the modelled $O_3$ time-series are less dramatic as for NO$_2$. Experiment ref tended to slightly overestimate $O_3$ concentrations in the second half of the year, whereas experiments 2–5 appear to be less biased during this period. Otherwise, the shape of the modelled $O_3$ time-series was fairly similar between experiments.

### 4.2 OMI

We compared modelled and measured fields of annual mean tropospheric NO$_2$ concentrations (Table 3). We see that even without DA (experiment ref), the estimates from the DEHM of tropospheric NO$_2$ describe a large proportion of spatial variability observed in the corresponding OMI field ($R^2 = 0.923$). Experiments 2 and 3 had the lowest NMSE and bias. Experiments 1–5 show very similar correlations to the observed OMI field.

Consistent with the higher NO$_2$ concentrations seen in the time-series, Fig. 5 shows that the use of DA led to an increase in NO$_2$ that was widely spread across the model domain. The clearest changes are seen in eastern Europe and western Russia. The time-series also suggested important seasonal effects, and Fig. 6 presents the seasonally averaged mean tropospheric column concentrations across the model domain. The differences between experiments ref and 3 show, generally speaking, the same patterns as were observed for the annual average. However over the Po valley in northern Italy there is a stronger adjustment during the months JFM-OND than during the months AMJJAS.

### 4.3 Ozonosondes

Figure 7 shows the comparison between seasonally averaged modelled and measured $O_3$ profiles at two locations, from ground level up to around 14 km altitude. There is satisfactory agreement between the observed and modelled profiles.
Up to around 8000 m, the O$_3$ mixing ratio increase slowly with height, and above this it grows rapidly. The modelled O$_3$ tropopause appears to be higher in the period AMJJAS compared with JFM-OND, which is consistent with other studies of seasonal patterns of the thermal tropopause (Hall et al., 2011). This was not clearly reflected in the observed ozonosonde profiles, however this appears to be due to the effects of the interpolation of the observed profile to the heights of the model levels.

We see that the O$_3$ concentrations from experiment 3 (using DA) was a few ppb lower than for experiment ref (without DA), and this difference was reasonably consistent across sites, seasons and altitudes. The shift in the O$_3$ profiles appears to be due to the way in which the NO$_2$ profile was altered: the assimilation scheme preserved the shape of the NO$_2$ profile, adjusting only the total mass of the column.

4.4 Perturbation duration

We compared two simulations that were identical except for their initial conditions: they were initialised using concentration fields from experiments ref and 3, respectively. Neither of these two simulations used DA. Figure 8 shows that for NO$_2$ the differences between the two simulations decay over 2–3 days, whereas for O$_3$ a comparable convergence takes place in the order of 5–10 days. This is largely a reflection of the difference in atmospheric lifetime of these species at the surface.

5 Discussion

The assimilation of NO$_2$ led to a reduced bias for O$_3$ (note that, without DA, this bias was already quite low), however it also resulted in a slight decrease in the correlation between the observed and modelled surface O$_3$. We expect that this decrease in correlation is due to the spread of information from cloud-free regions to cloudy regions. Retrieved NO$_2$ concentrations were not assimilated if the pixel appeared to contain even small amounts of cloud. However cloud cover affects tropospheric chemistry in several ways (e.g. radiation balance, wet deposition), and this information spread from cloud-free to cloudy regions may degrade the accuracy of the modelled concentration.
field in some regions.

The year-long span of the simulations allowed us to consider seasonal variation. For example, the use of DA improved the modelled NO₂ concentrations in the winter particularly, when concentrations are higher and more variable. Also, the adjustment to concentrations in the Po Valley (Italy) was much stronger during the winter months, suggesting that features in, for example, the emissions or meteorology in this region was less well represented during the winter months.

Our choice to adjust the NO₂ profile while keeping the profile shape constant has an underlying assumption that the modelled profile is reasonably accurate. Although vertical profiles of NO₂ are not measured routinely, ozonosonde data were used for validation. Given the close relationship between the two species, this can be considered a “proxy” for validation of the NO₂. The vertical O₃ profiles indicated good agreement with measurements and showed a small but relatively consistent shift due to the effect of assimilating NO₂. The simulations which used DA showed slightly lower average O₃ concentrations.

The increased NO₂ concentrations induced by the assimilation of OMI retrievals most likely corrects for a bias in the emission rates used (potentially both in the total annual emission per grid-cell and also its temporal distribution) by the DEHM. If so, then the assimilation becomes a “source” of NO₂, and biases in the emission rates are not addressed directly.

In this study, we estimated the background weight as $\varepsilon_b = 0.45$, compared to $\varepsilon_b = 0.86$ as calculated by Frydendall et al. (2009). The lower background weight indicates a lower correlation between the OMI retrieved tropospheric NO₂ column concentrations and the modelled values from the DEHM. At an hourly resolution, the correspondence between the OMI and DEHM fields is not as strong as for the for annual averages (see Fig. 5 and Table 3). This may suggest that there is greater noise in the OMI data (compared to surface O₃ measurements) or that the model required substantially more correction compared to the ground-level O₃ concentrations from the DEOM, used by Frydendall et al. (2009). Furthermore, the decorrelation length scale found here
(L = 212 km) is shorter than the value L = 270 km that used by Frydendall et al. (2009), reflecting the shorter atmospheric lifetime of NO₂ compared to O₃ and the more “local” nature of NO₂.

In a similar study, Wang et al. (2011) used an OI scheme to assimilate retrievals of tropospheric NO₂ retrievals from OMI into the CTM Polyphemus (Mallet et al., 2007). The NO₂ column concentrations were adjusted in the same manner as was done in this study (namely, the modelled profile was scaled and the profile shape was kept constant). Wang et al. (2011) used a very similar parameterisation of the background covariance matrix, B. Rather than estimating the relevant parameters using innovation statistics, they ran a series of simulations with different values of the parameters, and chose the parameter values which gave the lowest RMSE compared with EMEP in situ measurements. They found an optimal values of L = 3° latitude/longitude; while this is not immediately comparable to kilometer distances, since distance between neighbouring latitude/longitude grid-points depend on latitude, a 3° difference in longitude corresponds to a distance 214 km at 50° latitude. Furthermore, Wang et al. (2011) estimate the background weight as e₀ = 0.71 (which is the reciprocal of their parameter A = R/B, the ratio of the background and observation errors), which places greater weight on modelled values than was done in this study.

Wang et al. (2011) evaluated both the analysis and the day-ahead forecasts, and showed that there was a slight improvement in the forecast (reference RMSE = 5.8 µg m⁻³, analysis RMSE = 4.9 µg m⁻³, forecast RMSE = 5.4 µg m⁻³). As shown here, the effect of differences in the initial conditions for NO₂ can be seen for at least 1–2 days.

This study complements that of Wang et al. (2011) in a number of ways. The simulation period of one year allowed us to consider seasonal effects, which were not fully accounted for in the simulations of Wang et al. (2011), which spanned three months. Furthermore, we considered not only the resulting NO₂ concentrations but also the indirect effects to O₃ due to assimilating NO₂. Finally, we detail a different method of estimating parameters defining the background covariance matrix.
The OI assimilation scheme is both conceptually simple and straightforward to implement. If both the length of control vector (i.e. those modelled variables that the DA adjusts) and the number of observations are sufficiently small, then it may be less computationally demanding than other assimilation schemes. However the OI framework described here is, in several ways, rather limited. Firstly, during the assimilation, we updated only a two-dimensional field for a single component (roughly $10^4$ variables). This procedure cannot be scaled to handle simultaneously all modelled components at all vertical layers (roughly $10^7$ variables) without making further simplifications, which may well degrade the scheme’s performance (Kalnay, 2003, chapter 5). Secondly, the innovation statistics method for estimating parameters of the background covariance matrix requires large amounts of measurement data, and the derived statistics are only representative for the regions where the data are available; most air quality measurement networks are sparse and unevenly distributed geographically. Thirdly, the method does not scale well as the number of observations increases, since to compute the Kalman gain matrix, it is necessary to solve a system of equations with dimension equal to the number of observations. Far more flexible approaches to chemical DA are offered by variational or Kalman filter-based schemes (see Lahoz et al., 2007, and references therein).

For historical re-analysis or for single-component, single-layer assimilation, then it is possible that OI is a sufficiently competent scheme, beyond which any gains are marginal and require a significantly more complicated and computationally demanding DA procedure (Wu et al., 2008). In a forecasting context, however, the strong forcings from chemistry and emissions entail that the effect of better initial conditions will decay during the forecast outlook, although the rate depends on the atmospheric lifetime of the species in question and whether they are emitted directly or formed by secondary reactions. The framework of DA can be used to re-estimate highly uncertain model parameters (e.g. emission rates, as were examined by Elbern et al., 2007), and this appears to be a promising means of addressing forecast accuracy for directly emitted, short-lived atmospheric components such as NO$_2$; however, this is beyond the scope
of OI.

The DA scheme described here could be developed in several ways. For example, the observations were originally provided as pixels, thereby corresponding to a two-dimensional region. However for simplicity they were summarised at the region’s midpoint. A more accurate version of the observation operator would account for the fact that pixels may span multiple grid-cells.

Another potential adjustment would be a more adaptive parameterisation of the background covariance. Current estimates of the key parameters ($r_b$ and $L$) are based on an entire year’s worth of data. These parameters could potentially be estimated separately for each month, and separately for areas of high or low concentrations. This would need to be done off-line before they could be used operationally. This would help account, for example, for strong seasonal variation in NO$_x$ lifetimes (Schaub et al., 2007).

However, instead of extending the OI scheme presented here, we are developing an ensemble Kalman filter assimilation system, which we expect will be more flexible and extensible than the OI framework.

6 Conclusions

In this study, we have presented a thorough description of an algorithm used to assimilate remotely-sensed tropospheric NO$_2$ column concentrations. We conducted a number of experiments to assess the performance of different configurations of the assimilation. Results were compared to observations from a number of independent data sets. The analysed concentration fields were substantially more accurate (when compared to measurements from regional background monitoring station) than those of the simulation without DA, with reduced bias for both NO$_2$ and O$_3$. The use of appropriately calculated parameters (the length-scale and background covariance weight) for the background covariance matrix also led to better results. Furthermore, appropriately chosen parameters to account for local observation density yielded a small improvement on top of this. The different parameterisation of the observation covariance error
matrix had little effect on the validation statistics. A slight decrease in the correlation between the observed and modelled surface O$_3$ may be due to the effects of excluding data from cloudy regions.

Despite its limitations, the optimal interpolation algorithm is conceptually simple and straightforward to implement, and proved it to be useful in this context. We have demonstrated that the effects of chemical DA are not limited to the assimilated species, and can be seen in chemically related compounds. Finally, the effectiveness of chemical DA in a forecasting context must be considered in conjunction with the atmospheric lifetime of the species in question.
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Table 1. A summary of the differences between the experiments. Abbreviations used: DA – whether data assimilation was applied, $L$ – length scale parameter used in calculating the background covariance, $e_b$ – background error weight, $\tilde{L}$ – length scale adjustment equation, $R_{ii}$ – error estimate for the $i$-th observation, $\sigma_i$ – uncertainty estimate (obtained from the retrieval procedure) associated with the $i$-th observation, $\delta$ – number of observations within distance $L$ of a grid-point.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>DA</th>
<th>$L$ (km)</th>
<th>$e_b$</th>
<th>$\tilde{L}$</th>
<th>$R_{ii}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ref</td>
<td>No</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>1</td>
<td>Yes</td>
<td>270</td>
<td>0.86</td>
<td>$(1 - \max(\delta, 8)/10)/L$</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>Yes</td>
<td>212</td>
<td>0.45</td>
<td>$(1 - \max(\delta, 8)/10)/L$</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>Yes</td>
<td>212</td>
<td>0.45</td>
<td>$(1 - \max(\delta, 75)/100)/L$</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>Yes</td>
<td>212</td>
<td>0.45</td>
<td>$(1 - \max(\delta, 8)/10)/L$</td>
<td>$\sigma_i$</td>
</tr>
<tr>
<td>5</td>
<td>Yes</td>
<td>212</td>
<td>0.45</td>
<td>$(1 - \max(\delta, 8)/10)/L$</td>
<td>$\sigma_i/\nu_i$</td>
</tr>
</tbody>
</table>
Table 2. Verification statistics calculated for each experiment based on ground-level concentrations at European monitoring stations. In each row, the two time series (shown in Fig. 3) compared are the mean observed and calculated concentrations, averaged over stations. For a summary of the different experiments, see Table 1. Abbreviations used: FB – fractional bias, NMSE – normalised mean squared error, $R^2$ – Pearson correlation coefficient.

<table>
<thead>
<tr>
<th>Exp</th>
<th>NO$_2$ FB</th>
<th>NO$_2$ NMSE</th>
<th>NO$_2$ $R^2$</th>
<th>O$_3$ FB</th>
<th>O$_3$ NMSE</th>
<th>O$_3$ $R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ref</td>
<td>-0.381</td>
<td>0.259</td>
<td>0.666</td>
<td>0.039</td>
<td>0.800</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>-0.352</td>
<td>0.219</td>
<td>0.722</td>
<td>0.052</td>
<td>0.781</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>-0.299</td>
<td>0.170</td>
<td>0.745</td>
<td>0.030</td>
<td>0.785</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>-0.302</td>
<td>0.170</td>
<td>0.758</td>
<td>0.029</td>
<td>0.788</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>-0.328</td>
<td>0.198</td>
<td>0.731</td>
<td>0.028</td>
<td>0.790</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>-0.326</td>
<td>0.194</td>
<td>0.731</td>
<td>0.024</td>
<td>0.799</td>
<td></td>
</tr>
</tbody>
</table>
Table 3. Verification statistics based on annual mean NO$_2$ tropospheric column concentrations. Each row represents a comparison (for a given experiment) of the annual mean tropospheric column concentration (e.g. the top panels of Fig. 5) against the mean retrieved concentration from OMI (see the bottom panel of Fig. 5); all grid-points in the domain are used in the comparison. See Table 2 for abbreviations used.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>FB</th>
<th>NMSE</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ref</td>
<td>-0.381</td>
<td>0.385</td>
<td>0.923</td>
</tr>
<tr>
<td>1</td>
<td>-0.223</td>
<td>0.158</td>
<td>0.957</td>
</tr>
<tr>
<td>2</td>
<td>-0.122</td>
<td>0.110</td>
<td>0.952</td>
</tr>
<tr>
<td>3</td>
<td>-0.138</td>
<td>0.112</td>
<td>0.955</td>
</tr>
<tr>
<td>4</td>
<td>-0.193</td>
<td>0.166</td>
<td>0.946</td>
</tr>
<tr>
<td>5</td>
<td>-0.241</td>
<td>0.176</td>
<td>0.950</td>
</tr>
</tbody>
</table>
Fig. 1. Model domain used in this study. Locations of the EMEP monitoring stations for NO$_2$ and O$_3$ are shown in red and blue, respectively.
Fig. 2. Correlation between error innovations as a function as distance between grid-points. The correlation function $f(r) = e_b(1 + r/L)e^{-r/L}$ is shown with the dashed line, and the mean correlation at each distance is plotted with a dotted line. The 20 million points are summarised as a two-dimensional density plot.
Fig. 3. Time-series of daily means of calculated (solid blue lines) and observed (dashed red lines) surface concentrations of NO$_2$ (left panel) and O$_3$ (right panel). For each day, the data were averaged (spatially) over available ground-based measurement stations, the locations of which are shown in Fig. 1. Verification statistics for these time-series are given in Table 2.
Fig. 4. Tropospheric NO$_2$ column concentrations for experiments ref and 3 (top) are compared to OMI retrievals (bottom) for a single day. Grey grid-cells represent bins containing no OMI data. As in Sect. 3.3, modelled values were averaged over the period 10:00 to 14:00, OMI data were binned to the same 96 x 96 grid as the modelled values, and daily averages were calculated for each bin. The OMI data are shown in raster (i.e. unsmoothed) format due to the high frequency of “missing data” (i.e. no observations within a bin).
Fig. 5. Annual mean tropospheric NO$_2$ for experiments ref and 3 (upper panels), and corresponding OMI data (lower panels). The data shown were averaged as described in Sect. 3.3.
**Fig. 6.** Seasonally averaged tropospheric NO$_2$ for two six-month periods. See Fig. 5 for further details.
Fig. 7. Vertical profiles of O₃ concentrations at De Bilt (Holland) and Legionowo (Poland), as measured by ozonosondes and modelled by two simulations. These data were averaged over six month periods, and the line type (solid or dashed) indicates which period the averaging was taken over. The points correspond to the inferred O₃ tropopause height, according to the definition of Bethan et al. (1996). See Sect. 3.4 for further details.
Fig. 8. Two simulations were initialised using concentration fields from two different experiments. This plot shows the mean concentration from the two simulations and the root mean squared (RMS) difference between the simulations (scaled relative to the RMS difference at the start of the simulation). These represent spatial averages of ground-level concentrations over the domain calculated for each hour. See Sect. 3.5 for further details.