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Abstract

The key physical parameters of the “eb_go_gs” configuration of GENIE, an Earth system Model of Intermediate Complexity (EMIC), are tuned using a multi-objective genetic algorithm. An ensemble of 90 parameter sets is tuned using two ocean and two atmospheric state variables as targets. These are “Pareto-optimal”, representing a range of trade-offs between the four tuning targets. For the leading five parameter sets, simulations are further evaluated alongside a simulation with untuned “default” parameters, comparing selected variables and diagnostics that describe the state of the atmosphere, ocean and sea ice. One of these parameter sets is selected for further analysis of the objective function (error) landscape in the vicinity of its tuned values. “Cliffs” along some dimensions motivate closer inspection of corresponding variations in the Atlantic meridional overturning circulation (AMOC). This reveals that bifurcations in the AMOC are highly sensitive to parameters that are not commonly associated with MOC stability. Specifically, the state of the AMOC is sensitive to parameters governing the wind-driven circulation and atmospheric heat transport. Five optimal parameter sets are recommended for future use of GENIE in the configuration presented here.

1 Model calibration and parameter space analysis

Earth System models of full complexity are computationally expensive, due to the resolution of physical and biogeochemical processes on short time and space scales. Relatively small (O(10)-member) ensembles of relatively short (centennial) simulations are commonplace. Simulations and predictions with such models are nonetheless sensitive to the parameters for key unresolved processes, such as turbulent mixing of ocean tracers and cloud physics. The uncertainty due to such parameter sensitivity may be considerable, and is the subject of much ongoing research (Slingo et al., 2009). A range of non-linear behaviour in the Earth system (Lenton et al., 2008) may be likewise sensitive to key parameters, but even less is known of such sensitivities in complex
models. The comparative computational affordability of Earth system models of intermediate complexity (EMICs) facilitates quantifying their uncertainties due to mixing and transport parameter choices in particular. Additionally, through carefully designed experiments and optimization studies across the space of these parameters, the locations of sub-domains of parameter space within which model behaviour may be regarded as plausible (i.e. neither unphysical nor in unacceptable disagreement with observations) may be identified, yielding insights into these sub-domains and into the optimal composition of ensembles that best enable the meeting of observational targets. Consequently, the dependence of emergent non-linear behaviour on key model parameters may become apparent.

One particular family of EMICs is built using the Grid ENabled Integrated Earth system modelling (GENIE) framework. At the core of many GENIE models is the most basic climate model in which atmosphere, ocean and sea ice all play an active role, configured on a $36 \times 36$ equal-area-partitioning of the Earth surface with 16 depth layers in the ocean. This climate core has been used extensively, in studies of past, present and future Earth System dynamics (Cao et al., 2009). In the present study, we report the results from an objective tuning of the most recently documented version of the basic climate model (Marsh et al., 2011). As such, this paper is the second in a series that document the development, evaluation and benchmarking of GENIE.

Edwards and Marsh (2005) reported an early parameter sensitivity study of C-GOLDSTEIN, the predecessor to GENIE, which has almost identical ocean and climate dynamics in a simpler (although less flexible) computational implementation. They used a semi-random ensemble of 1000 simulations, with which they addressed both the inverse problem of parameter estimation, and the direct problem of quantifying the uncertainty due to mixing and transport parameters. Subsequent analysis of the model by Edwards et al. (2010) included a statistical process they described as pre-calibration, referring to the infeasibility of a full Bayesian model calibration. The goal of this effort was the identification of uncontroversially implausible values of certain inputs and outputs. They encountered a region of collapsed Atlantic meridional overturning
circulation, presenting itself as a cliff-edge catastrophe in the freshwater forcing dimension of the input space. They also concluded that the exact location of this implausible subspace is a function of several other model parameters.

The identification of plausible sets was also the goal of the study by Holden et al. (2010), with deterministic emulators for five different aspects of the climate state as the key tool. The plausible ensemble was achieved by building, and then using, a statistical filtering process known as Approximate Bayesian Computation. Emulators appeared in a supporting role in the calibration study by Price et al. (2009), where four observational target sets were selected and a multi-objective, emulator-assisted optimizer was used to identify effective ensembles.

Here we use an updated version of GENIE (Marsh et al., 2011) to probe into the structure of the landscapes of four similar targets, related to ocean and atmosphere prognostic variables, in the space of 13 of the GENIE parameters. A goal is to identify a diverse range of parameter sets, each of which provides a different Pareto-optimal fit to observations representing a different balance of processes, thus providing an effective database for testing robustness when inter-model comparisons are not readily available. We discuss a simple evolutionary heuristic for the fast identification of ensembles that simultaneously optimize these targets, also examining the plausibility of these Pareto-optimal parameter sets through a set of further diagnostics for sea ice and the ocean circulation. One of the five lowest error parameter sets is used to further investigate AMOC sensitivity to selected parameters, with a focus on narrow regions of parameter space that host AMOC bifurcations. Following a brief description of the model, we outline objective targets and the tuning method. The results of model tuning and analysis of parameter sensitivity are presented sequentially in three parts. We conclude with a discussion of novelties in the method and results presented here.
2 The model

The EMIC at the centre of this study is “eb_go_gs” configuration of GENIE-1, comprising an energy and moisture balance model (EMBM) for the atmosphere, coupled with the Global Ocean Linear Drag Salt and Temperature Equation Integrator (GOLDSTEIN) 3-D ocean model and a dynamic and thermodynamic sea ice model. This setup largely follows that of Edwards and Marsh (2005), but uses an updated model version as integrated into the GENIE framework as described by Marsh et al. (2011). This version, based on GENIE version 2.7.4, includes revised wind forcing. Here, we tune the setup referred to as “3636s16l” by Marsh et al. (2011), a standard model resolution with horizontal resolution of equal-area grid cells of 10 degrees longitudinal extent and 16 depth levels in the ocean, which has been used for a wide range of studies. In the following sub-sections, the three components of “eb_go_gs” are outlined briefly.

2.1 Atmosphere

The EMBM represents the atmosphere as a single 2-D layer with an advective-diffusive transport scheme for heat and moisture. The prognostic variables are air temperature and specific humidity, representative of the total atmospheric air column. Planetary albedo and the annual-average wind fields for advective transports are prescribed, while transport and ancillary parameters are typically calibrated using data assimilation techniques. Physical processes represented by the model are greatly simplified, examples are the instantaneous return of continental precipitation to coastal ocean points via a runoff map or the parameterisation of outgoing long wave radiation by an empirical polynomial function. An implicit numerical scheme is used to allow long EMBM timesteps.

2.2 Ocean

GOLDSTEIN comprises a reduced physics (frictional-geostrophic) 3-D ocean model (Edwards et al., 1998) featuring spatially variable drag, realistic global bathymetry, mul-
multiple islands, and wind-stress forcing from a prescribed 2-D annual-mean wind-stress forcing field (Edwards and Marsh, 2005; Marsh et al., 2011). The prognostic variables are temperature and salinity. The tracer transport scheme employs an isoneutral and eddy-induced mixing scheme and an efficient convection scheme. Unlike primitive-equation ocean models, momentum advection and acceleration terms are neglected in the equation of motion, allowing the use of timesteps which are long relative to those generally used in 3-D ocean models.

2.3 Sea ice

The third component of “eb_go_gs” is a dynamic and thermodynamic sea-ice model (Edwards and Marsh, 2005; Marsh et al., 2011) (herein referred to as GS). Sea ice is transported with the surface ocean current and is subject to a diffusive process with a strength controlled by a tunable parameter. An implicit numerical scheme for sea-ice transport is available (Marsh et al., 2011) and is used in this study.

3 Objective targets and tuning method

Table 1 lists the 13 dimensions of the EMBM – GOLDSTEIN – GS parameter space with respect to which we are investigating the model sensitivities. Twelve of these parameters comprise the set used by Edwards and Marsh (2005). We have added a further atmospheric parameter, $r_K$, controlling the reduction of meridional heat diffusion over Antarctica and the Southern Ocean south of 56°S, introduced to parameterise the partial isolation of the atmosphere in this region, reducing atmospheric temperatures in the Southern Hemisphere high latitudes (see Appendix A in the publication by Cao et al., 2009 and also Marsh et al., 2011). Further tunable parameters of the “eb_go_gs” model have been fixed at their default values for the present study.

Table 2 lists the four observational fields that we use to define the targets of the ensemble selection study. These datasets, denoted by $S_{T_{ocn}}, S_{S_{ocn}}, S_{T_{atm}}$ and $S_{Q_{dry}}$ in what follows, are the same as those used for model-data comparison in Marsh et al. (2011),
and are similar to those used in earlier studies. A notable exception to some earlier studies (e.g. Edwards and Marsh, 2005; Price et al., 2009) includes the replacement of the specific atmospheric humidity with a climatology of relative humidity (for reasons discussed in Lenton et al., 2006 and Marsh et al., 2011). The observational data are aligned with the model grid points through linear interpolation. In the case of the 3-D temperature and salinity fields, some of the values for some grid points of the model ocean are filled with the value of the closest available points from the observational fields.

The root-mean-squared (RMS) errors defined by these fields and corresponding output fields from “eb_go_gs” for the last year of a 5000-yr spin-up model integration ($s_{T_{ocn}}$, $s_{S_{ocn}}$, $s_{T_{atm}}$, and $s_{Q_{dry}}$) define four objective functions:

\[
\begin{align*}
    f_{T_{ocn}}(x) &= \sqrt{\frac{1}{N_{T_{ocn}}} \sum_{i=1}^{N_{T_{ocn}}} \left( s_{T_{ocn}}(x) - S_{T_{ocn}} \right)^2}, \\
    f_{S_{ocn}}(x) &= \sqrt{\frac{1}{N_{S_{ocn}}} \sum_{i=1}^{N_{S_{ocn}}} \left( s_{S_{ocn}}(x) - S_{S_{ocn}} \right)^2}, \\
    f_{T_{atm}}(x) &= \sqrt{\frac{1}{N_{T_{atm}}} \sum_{i=1}^{N_{T_{atm}}} \left( s_{T_{atm}}(x) - S_{T_{atm}} \right)^2}.
\end{align*}
\]
and

\[
f_{Q_{\text{dry}}} (x) = \sqrt{\frac{1}{N_{Q_{\text{dry}}}} \sum_{i=1}^{N_{Q_{\text{dry}}}} \frac{[s_{Q_{\text{dry}}} (x) - S_{Q_{\text{dry}}} ]^2}{\hat{\sigma}^2_{Q_{\text{dry}}}}}, \tag{4}
\]

where \( x = \{ W, \kappa, \kappa', \lambda, \kappa_t, \kappa_q, \beta_T, \beta_q, F_a, l_d, l_s, \kappa_{hi}, r_k \} \), and the 13 dimensions of this vector correspond to the parameters defined in Table 1.

The variance \( \hat{\sigma}^2 \) in the four expressions above is designed to weight the root mean squared error in a way that makes the values of the four functions approximately comparable. This is the same formulation as used in Price et al. (2009), so the results reported there are directly comparable with ours, except for \( f_{Q_{\text{dry}}} \), as indicated earlier.

With these functions we formulate a multi-objective search, the goal of which is to build ensembles comprising non-dominated parameter sets. Such vectors, also known as Pareto-optimal points of the parameter space, have the property that each outperforms all other points in the set along one of the four dimensions of the output space.

This methodology builds on earlier tuning work by Edwards and Marsh (2005), who sampled the entire parameter space of the (pre-GENIE) C-GOLDSTEIN model through a semi-random, space-filling sampling plan of 1000 individual simulations, and used the responses of the model as the basis for parameter sensitivity analysis. The drawback of this approach is poor scalability with increased problem dimensionality: the number of runs required for a factorial design increases exponentially with the number of parameters to be tuned, although even simple Latin hypercube designs (such as used by Edwards and Marsh, 2005) are much more efficient.

Multi-objective evolutionary search methods, such as the one adopted here (similar to that used by Price et al., 2009) are more robust to this curse of dimensionality and they are also more readily scalable in terms of the number of targets/constraints. The multi-objective genetic algorithm achieves this by progressively “learning” the plau-
possible regions of the search space through a sequence of generations, during which
the selective pressure of the optimizer biases each population towards non-dominated
individuals. This will, ultimately, result in a fuller understanding of the tuning landscape
than a process that either samples uniformly (Edwards and Marsh, 2005) or considers
each target (objective function) in isolation, the latter being prone to the risk of biasing
the tuning process towards solutions that excel on individual targets, if model structural
error is not properly accounted for. Of course, the genetic multi-objective search comes
with no mathematical guarantees of convergence (not even to locally non-dominated
parameter sets), but experience shows that this class of heuristics is better suited to
problems with high dimensionality, especially those that exhibit discontinuities (which,
as we shall see, are a feature of the tuning landscape being considered here).

4 Results

We first address the initial generation of non-dominated ensembles of equilibrium so-
lutions and the identification of Pareto fronts in 2-D target space. We then outline the
isolation of five equally plausible parameter sets, based on the appraisal of atmospheric
and ocean state variables, and three sensitive model diagnostics (2-D fields). Finally,
we focus on the sensitivity of the four objective functions and one of these diagnostics
to key parameters in the vicinity of one tuned parameter set, exploring features of the
“landscape” associated with variations in these parameters.

4.1 Identifying non-dominated ensembles

On a complex, multi-dimensional search space containing islands of implausibility, a
standard choice for a multi-objective search heuristic is some type of evolutionary al-
gorithm. These require few assumptions in relation to the shapes of the objective land-
scapes and their derivatives and promise robust performance even in conditions such
as those encountered by Edwards et al. (2010), whose study identified potential dis-
continuities caused by AMOC collapse. The particular heuristic adopted here is the Non-dominated Sorting Genetic Algorithm (NSGA-II, Deb et al., 2002).

Given a CPU time of 2 h and 10 min for a model run with a 5000-yr spin-up and the availability of approximately 90 processors at any one time on the University of Southampton Iridis 3 supercomputer, we opted for a population size of 90 individuals, giving a generation wall-clock time of 2 h 10 min. We ran the ensemble selection search over 20 generations – this yielded the Pareto fronts (or, more specifically, 2-D projections of Pareto fronts) depicted in Fig. 1, which illustrates the relationships between objective functions that measure goodness of fit, or model error.

A noteworthy feature of these fronts is that $T_{ocn}$ and $S_{ocn}$, as well as $T_{ocn}$ and $T_{atm}$, appear to be reasonably well correlated in the region of the best objective values, while the shape of the fronts related to the other possible pairings indicates some level of competition between these objective functions. The former correlations can be interpreted physically: correlation of the $T_{ocn}$ and $S_{ocn}$ objective functions is consistent with obtaining water mass properties, temperature and salinity, that are closest to observations; correlation of the $T_{ocn}$ and $T_{atm}$ objective functions is consistent with obtaining a more realistic climate state, as ocean and air temperatures are tightly coupled. The apparent competition between $S_{ocn}$ and $Q_{dry}$ in particular may reflect a trade-off between realism over land or oceans, or between climate zones, so more realistic ocean salinity may be obtained with less realistic land humidity, or more realistic low-latitude salinity may be obtained with less realistic high latitude humidity (and vice versa in both cases). Mapping the Pareto front back into the 13-dimensional parameter space yielded the histograms shown on Fig. 2. Clearly some distributions are bimodal, further suggesting trade-offs between different processes/regions and objective functions.

### 4.2 An ensemble of five parameter sets

From the 90 Pareto-optimal parameter sets obtained through the multi-objective search we selected five for further analysis, on the basis of their objective function values. Specifically, we have selected points 18, 37, 49, 56, 74, as they were the only sets to
feature in the top third of the overall objective function ranges of the 90 points against all four of their objectives. The values of the input variables for these 5 points are shown in Table 3. For closer examination of these points, and for comparison with the corresponding Marsh et al. (2011) configuration (using untuned parameters, henceforth GMD11), we evaluate selected variables and diagnostics that describe the state of the atmosphere, ocean and sea ice. Figures S1–12 (Supplement) show simulated, observed and difference (simulated minus observed) fields, for annual-mean surface air temperature and specific humidity (Figs. S1–6), and for annual-mean sea surface temperature and salinity (Figs. S7–12). We show corresponding Taylor diagrams for air temperature (Fig. 3a), specific humidity (Fig. 3b), sea surface temperature (Fig. 3c), sea surface salinity (Fig. 3d), and also for full-depth ocean temperature (Fig. 3e) and salinity (Fig. 3f). Figure 4a through 4e show annual-mean sea ice concentrations and thicknesses for this small ensemble, with Figs. 5a through 5e and 6a through 6e showing respectively the barotropic streamfunction and the Atlantic Meridional Overturning streamfunction. As a reference, Figs. 4f, 5f and 6f show the sea ice variables and ocean circulation streamfunctions for GMD11.

We first consider the atmosphere (Figs. S1–6). The model is cooler than observations at most locations, with particularly large errors in the Eurasian Arctic. Tropical humidities are generally too high, with the particular exception of anomalously low humidities over the eastern subtropical basins for points 18, 49 and 56. The surface ocean is generally characterised by a cold Atlantic sector and a warm/cold dipole in the west/east Pacific, and largest salinity errors at western boundaries and at high latitudes (Figs. S7–12). Differences between the fits of each simulated property distribution to observations are captured in the Taylor diagrams (Fig. 3), where standard deviations of 1.0 correspond to the correct amplitude of property distribution. Parameter tuning both improves and degrades property distributions. Although differences relative to GMD11 are generally small, some are notable. The standard deviation of air temperature is somewhat improved, without compromising correlation, for points 37 and 74. In the case of specific humidity, standard deviation and correlation are degraded at all points,
least so for points 37 and 74. For sea surface temperature, only marginal differences arise in standard deviation and correlation for points 37 and 74. For sea surface salinity, standard deviation is substantially improved, with reduced correlation, for points 18 and 56. As for surface temperature, the fits of full-depth temperature distributions are little altered by tuning. For full-depth salinity, standard deviation is improved for point 18, but standard deviation and correlation are both degraded for points 37, 49 and 74.

Beyond property distributions, we also evaluate aspects of the climate system that are of regional importance and likely to play key roles in the transient response to radiative forcing. We first consider sea ice distributions in the context of observations (National Snow and Ice Data Center, 2010). Points 18 and 74 show reasonable values in the north, but too little sea ice in the south (Fig. 4a, e). Point 37 corresponds to plausible amounts of sea ice in both the north and the south, although both are slightly excessive (Fig. 4b). There is too much sea ice in the north for point 49 yet almost none in the south (Fig. 4c), while northern sea ice is the most excessive for point 56 (Fig. 4d). In contrast to the ensemble of tuned points, sea ice in the southern hemisphere of GMD11 is somewhat excessive (Fig. 4f). The horizontal (barotropic) circulation in GENIE is generally weaker than observations, which indicate a circumpolar transport of $140 \pm 6$ Sv (Ganachaud and Wunsch, 2000). The Antarctic circumpolar flow is strongest, and hence most realistic, on point 74 (Fig. 5e), although differences between the five points are marginal. In contrast to the ensemble of tuned points, the barotropic circulation of GMD11 is unrealistically weak (Fig. 5f). The Atlantic overturning circulation comprises two meridional cells: an upper cell transporting 15 Sv and an abyssal cell transporting 2 Sv (Ganachaud and Wunsch, 2000). Points 18 and 56 yield the most realistic overturning streamfunctions (Fig. 6a, d). Points 37 and 49 are characterised by overturning streamfunctions that are rather too intense and the southward flow for point 37 extends considerably deeper than is observed (Fig. 6b, c). The overturning corresponding to point 74 is too weak – it is close to collapse (Fig. 6e). Compared to points 18, 37, 49 and 56, the Atlantic overturning of GMD11 is unrealistically weak and shallow (Fig. 6f). To summarize, as a most acceptable compromise
between realism in property distributions, sea ice, horizontal transport and overturning, we judge point 18 to be marginally most plausible. Consequently, in what follows we shall investigate objective landscapes in more detail in the neighbourhood of this point. The parameter set for point 18, encapsulated in the file 3636s16l_spinup_pt18.xml, is listed in Appendix A.

4.3 **Features of the landscape in an optimal ensemble member**

In order to gain an understanding of the key features of the four objective landscapes \(T_{\text{atm}}, Q_{\text{dry}}, T_{\text{ocn}}, S_{\text{ocn}}\), we have performed a series of 1-parameter sweeps around point 18. The resolution of these sweeps was 180 points per dimension (parameter) and the resulting 1-D sections are shown in Fig. 7.

The most striking feature of these sections through the landscape is the presence of discontinuities in some of the objective function responses. In particular, the variation of salinity with the wind-scale coefficient, the friction coefficient, the moisture diffusivity, the heat advection coefficient and the fresh water flux factor exhibit steep “cliffs”. Such discontinuities are most likely associated with different states of the Atlantic Meridional Overturning Circulation (AMOC). In order to better understand the causes behind this phenomenon (also observed by Marsh et al., 2004 and Edwards et al., 2010), we therefore investigate AMOC state in the neighbourhoods of these discontinuities.

In particular, we examine two metrics of the AMOC: (i) maximum (positive) intensity of the upper cell, representing the extent of northern sinking (the outflow of dense water formed in the North Atlantic), (ii) minimum (negative) intensity of the lower cell, representing the extent of southern sinking (the inflow of dense water formed around Antarctica). These metrics are investigated either side of each cliff, as a function of the wind scale coefficient, the friction coefficient, the moisture diffusivity, the heat advection coefficient and the fresh water flux. These “one-factor-at-a-time” studies, performed at a resolution of 180 points, cover the immediate neighbourhood of the cliffs. Figure 8 shows “noise” in the transition across the cliff. The existence of such AMOC-transport cliffs in parameter space, associated with large scale ocean fresh water transport, has
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viously described in Marsh et al. (2011). An ensemble of 90 parameter sets was tuned using two ocean and two atmospheric state variables as targets, defining four objective error functions. Alongside the corresponding Marsh et al. (2011) configuration (using untuned parameters), a sub-ensemble of five Pareto-optimal parameter sets was identified for more subjective evaluation of key variables and diagnostics (surface atmosphere/ocean properties, sea ice distributions and ocean circulation streamfunctions). While statistical analysis of surface property patterns suggest only marginal improvements over the untuned configuration, it was evident that sea ice and ocean circulation – key determinants of the transient climate response under radiative forcing – are more realistic after tuning, at selected points. One of the Pareto-optimal parameter sets was subsequently selected for further analysis of the objective function landscape in the vicinity of its tuned values.

“Cliffs” in the landscape are attributed to variation of the Atlantic Meridional Overturning Circulation (AMOC). The model AMOC is found to be highly sensitive to parameters in proximity to a bifurcation point, manifest as vacillation between “on” and “off” AMOC states. The absence of strong AMOC variability for corresponding parameter values suggests that here the AMOC is in a bistable regime. This finding is complementary to previous studies that specifically addressed AMOC bistability through more extensive but less efficient parameter sweeps (Marsh et al., 2004; Lenton et al., 2006). While such studies have shown that AMOC transitions are abrupt, our fine sampling of parameter space has revealed that they are not monotonic, but are instead characterised by a region within which the dependence of AMOC transport on model parameters is highly unpredictable. Our results suggest that the limited predictability of the large scale oscillation close to bifurcation (Knutti and Stocker, 2002) is a consequence of the location of the bifurcation being poorly defined, rather than simply uncertain or inadequately resolved by the model physics.

In summary, we have presented a tuning and evaluation of the climate core of GENIE, providing a range of plausible tuned parameter sets, and demonstrated that AMOC stability in GENIE is highly sensitive to a surprising range of model parameters.
Appendix A

Phase 1a XML

```xml
<?xml version="1.0" encoding="UTF-8"?>
<job>
  <vars>
    <var name="EXPID">rel-2-7-4-tuning-1a</var>
  </vars>
  <config>
    <model name="goldstein"/>
    <model name="goldsteinseaice"/>
    <model name="embbm"/>
    <model name="wind"/>
  </config>
  <parameters>
    <control>
      <param name="kocn_loop">5</param>
      <param name="ksic_loop">5</param>
      <param name="write_flag_atm">false</param>
      <param name="koverall_total">240000</param>
      <param name="genie_timestep">65743</param>
      <param name="write_flag_oic">false</param>
      <param name="tdatafile">2400000</param>
      <param name="lgraphics">false</param>
    </control>
    <model name="goldstein">
      <param name="ans">n</param>
      <param name="nyear">96</param>
      <param name="npstp">480000</param>
      <param name="iwspt">480000</param>
      <param name="ianav">480000</param>
      <param name="itstp">96</param>
      <param name="netout">n</param>
      <param name="ascout">y</param>
      <param name="lout">spn</param>
      <param name="world">workh2</param>
      <param name="scf">1.53103488769531300</param>
      <param name="reli">0.900000</param>
      <param name="temp1">0.0</param>
      <param name="temp0">0.0</param>
      <param name="adrag">2.71016478585313800</param>
      <param name="diff">n</param>
      <param name="lomil">y</param>
      <param name="lomiy">n</param>
      <param name="lout">xpn</param>
      <param name="lt00an1">1.0</param>
    </model>
  </parameters>
</job>
```

---
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The full set of five selected parameters sets can be accessed online at: http://www.southampton.ac.uk/~as7/gmd-2012-74/.

Supplementary material related to this article is available online at: http://www.geosci-model-dev-discuss.net/6/925/2013/gmdd-6-925-2013-supplement.pdf.
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Table 1. The GENIE parameter space.

<table>
<thead>
<tr>
<th>Var. no.</th>
<th>Parameter</th>
<th>Notation</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Ocean</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.</td>
<td>Wind scale coefficient</td>
<td>$W$</td>
<td>1</td>
<td>3</td>
<td>–</td>
</tr>
<tr>
<td>2.</td>
<td>Isopycnal diffusivity</td>
<td>$\kappa_t$</td>
<td>$1 \times 10^{2}$</td>
<td>$1 \times 10^{4}$</td>
<td>m$^2$ s$^{-1}$</td>
</tr>
<tr>
<td>3.</td>
<td>Diapycnal diffusivity</td>
<td>$\kappa_v$</td>
<td>$2 \times 10^{-6}$</td>
<td>$2 \times 10^{-4}$</td>
<td>m$^2$ s$^{-1}$</td>
</tr>
<tr>
<td>4.</td>
<td>Inverse friction coefficient</td>
<td>$\lambda^{-1}$</td>
<td>0.5</td>
<td>5</td>
<td>days$^{-1}$</td>
</tr>
<tr>
<td><strong>Atmosphere</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.</td>
<td>Heat diffusivity</td>
<td>$\kappa_t$</td>
<td>$1 \times 10^{6}$</td>
<td>$1 \times 10^{7}$</td>
<td>m$^2$ s$^{-1}$</td>
</tr>
<tr>
<td>6.</td>
<td>Moisture diffusivity</td>
<td>$\kappa_q$</td>
<td>$5 \times 10^{4}$</td>
<td>$5 \times 10^{6}$</td>
<td>m$^2$ s$^{-1}$</td>
</tr>
<tr>
<td>7.</td>
<td>Heat advection coefficient</td>
<td>$\beta_T$</td>
<td>0</td>
<td>1</td>
<td>–</td>
</tr>
<tr>
<td>8.</td>
<td>Moisture advection coefficient</td>
<td>$\beta_q$</td>
<td>0</td>
<td>1</td>
<td>–</td>
</tr>
<tr>
<td>9.</td>
<td>Fresh water flux factor</td>
<td>$F_a$</td>
<td>0</td>
<td>1</td>
<td>–</td>
</tr>
<tr>
<td>10.</td>
<td>Heat diffusivity width</td>
<td>$l_d$</td>
<td>0.5</td>
<td>2</td>
<td>radians</td>
</tr>
<tr>
<td>11.</td>
<td>Heat diffusivity slope</td>
<td>$l_s$</td>
<td>0</td>
<td>0.25</td>
<td>–</td>
</tr>
<tr>
<td>12.</td>
<td>Meridional heat diffusion</td>
<td>$r_k$</td>
<td>0</td>
<td>1</td>
<td>–</td>
</tr>
<tr>
<td>13.</td>
<td>reduction south of 56° S</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Sea ice</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12.</td>
<td>Sea ice diffusivity</td>
<td>$\kappa_{hi}$</td>
<td>$1 \times 10^{2}$</td>
<td>$1 \times 10^{5}$</td>
<td>m$^2$ s$^{-1}$</td>
</tr>
</tbody>
</table>
Table 2. Observational target data for the calculation of the objectives. Oceanic properties are from the World Ocean Atlas 2005 (WOA05; http://www.nodc.noaa.gov/OC5/WOA05/pr_woa05.html; Antonov et al., 2006; Locarnini et al., 2006) from the National Oceanographic Data Center (NODC; http://www.nodc.noaa.gov/). NCEP_Renanalysis 2 data (Kanamitsu et al., 2002) provided by the NOAA/OAR/ESRL PSD, Boulder, Colorado, USA, from their Web site at http://www.esrl.noaa.gov/psd/ was used to compute the climatologies of the atmospheric properties.

<table>
<thead>
<tr>
<th>Model field</th>
<th>Notation</th>
<th>Units</th>
<th>Climatology</th>
<th>Observational reanalysis data product</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ocean</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Temperature</td>
<td>$S_{\text{ocn}}$</td>
<td>°C</td>
<td>Annual average</td>
<td>World Ocean Atlas 2005 (Antonov et al., 2006)</td>
</tr>
<tr>
<td>Salinity</td>
<td>$S_{\text{socn}}$</td>
<td>pss</td>
<td>Annual average</td>
<td>World Ocean Atlas 2005 (Locarnini et al., 2006)</td>
</tr>
<tr>
<td>Atmosphere</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Temperature</td>
<td>$S_{\text{atm}}$</td>
<td>°K</td>
<td>Long-term annual average (1979–2010) at 1000 mb level</td>
<td>NCEP_Renanalysis 2 (Kanamitsu et al., 2002)</td>
</tr>
<tr>
<td>Relative humidity</td>
<td>$S_{\text{Qdry}}$</td>
<td>%</td>
<td>Long-term annual average (1979–2010) at 1000 mb level</td>
<td>NCEP_Renanalysis 2 (Kanamitsu et al., 2002)</td>
</tr>
</tbody>
</table>
Table 3. Parameter values for the five “best” points. See Table 1 for parameter definitions and units.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Point No.</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>18</td>
<td>37</td>
</tr>
<tr>
<td>1</td>
<td>$W$</td>
<td>2.367</td>
</tr>
<tr>
<td>2</td>
<td>$\kappa_h$</td>
<td>$5.54 \times 10^3$</td>
</tr>
<tr>
<td>3</td>
<td>$\kappa_v$</td>
<td>$4.45 \times 10^{-5}$</td>
</tr>
<tr>
<td>4</td>
<td>$\lambda^{-1}$</td>
<td>4.161</td>
</tr>
<tr>
<td>5</td>
<td>$\kappa_t$</td>
<td>$5.11 \times 10^6$</td>
</tr>
<tr>
<td>6</td>
<td>$\kappa_q$</td>
<td>$1.95 \times 10^6$</td>
</tr>
<tr>
<td>7</td>
<td>$\beta_T$</td>
<td>$1.04 \times 10^{-3}$</td>
</tr>
<tr>
<td>8</td>
<td>$\beta_q$</td>
<td>0.844</td>
</tr>
<tr>
<td>9</td>
<td>$F_a$</td>
<td>0.976</td>
</tr>
<tr>
<td>10</td>
<td>$l_d$</td>
<td>1.143</td>
</tr>
<tr>
<td>11</td>
<td>$l_s$</td>
<td>0.120</td>
</tr>
<tr>
<td>12</td>
<td>$\kappa_{hi}$</td>
<td>$3.65 \times 10^4$</td>
</tr>
<tr>
<td>13</td>
<td>$r_\kappa$</td>
<td>0.764</td>
</tr>
</tbody>
</table>
Fig. 1. Scatter plots for each pair of objective function values, for the 90 non-dominated vectors, prior to and following tuning. Note the relatively small number of successful runs in the first generation – hence the considerably fewer than 90 circles on each plot.
Fig. 2. Ordinary histograms of parameter values across the 90 Pareto-optimal designs. See Table 1 for parameter definitions and units.
Fig. 3. Taylor diagram of (a) air temperature $T_{\text{atm}}$, (b) specific humidity, (c) sea surface temperature, (d) sea surface salinity, (e) ocean temperature $T_{\text{ocn}}$, and (f) ocean salinity $S_{\text{ocn}}$. 
Fig. 4. Sea ice – (a) point no. 18, (b) point no. 37, (c) point no. 49, (d) point no. 56, (e) point no. 74, and (f) GMD11.
Fig. 5. Barotropic stream function – (a) point no. 18, (b) point no. 37, (c) point no. 49, (d) point no. 56, (e) point no. 74, and (f) GMD11.
Fig. 6. Atlantic overturning stream function – (a) point no. 18, (b) point no. 37, (c) point no. 49, (d) point no. 56, (e) point no. 74, and (f) GMD11.
Fig. 7. 1-D slices through the objective function landscapes around point 18. The parameter axes are non-dimensionalised, −1 and 1 representing the minima and maxima of the input parameter values (Table 1), respectively.
**Fig. 8.** 1-D slices showing the maximum (left panels) and minimum (right panels), overturning streamfunction in the Atlantic, excluding near-surface wind-driven cells (left panel), in the vicinity point 18. The minimum AMOC is equivalent to the maximum in the Antarctic cell in the Atlantic. The dotted lines refer to the AMOC maxima and minima at the Equator in the Atlantic.