Sensitivity analysis of PBL schemes by comparing WRF model and experimental data
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Abstract

This work discusses the sources of model biases in reconstructing the Planetary Boundary Layer (PBL) height among five commonly used PBL parameterizations. The Weather Research and Forecasting (WRF) Model was applied over the critical area of Northern Italy with 5 km of horizontal resolution, and compared against a wide set of experimental data for February 2008. Three non-local closure PBL schemes (Asymmetrical Convective Model version 2, ACM2; Medium Range Forecast, MRF; Yonsei University, YSU) and two local closure parameterizations (Mellor Yamada Janjic, MYJ; University of Washington Moist Turbulence, UW) were selected for the analysis. Vertical profiles of aerosol number concentrations and Lidar backscatter profiles were collected in the metropolitan area of Milan in order to derive the PBL hourly evolution. Moreover, radio-soundings of Milano Linate airport as well as surface temperature, mixing ratio and wind speed of several meteorological stations were considered too.

Results show that all five parameterizations produce similar performances in terms of temperature, mixing ratio and wind speed in the city of Milan, implying some systematic errors in all simulations. However, UW and ACM2 use the same local closure during nighttime conditions, allowing smaller mean biases (MB) of temperature (ACM2 MB = 0.606K, UW MB = 0.209K), and wind speed (ACM2 MB = 0.699 m s\(^{-1}\), UW MB = 0.918 m s\(^{-1}\)).

All schemes have the same variations of the diurnal PBL height, since over predictions of temperature and wind speed are found to cause a general overestimation of mixing during its development in winter. In particular, temperature estimates seem to impact the early evolution of the PBL height, while entrainment fluxes parameterizations have major influence on the afternoon development. MRF, MYJ and ACM2 use the same approach in reconstructing the entrainment process, producing the largest overestimations of PBL height (MB ranges from 85.51–179.10 m). On the contrary, the best agreement between model and both Lidar and balloon observations was identified for YSU (MB = −27.54 m and 30.15 m, respectively).
1 Introduction

The knowledge and study of air quality are important because atmospheric pollutants can induce adverse effects on human health as well as natural ecosystems (e.g., Utell, 2006; Krupa et al., 2006).

Air quality is normally investigated at local or regional scale by the aid of different types of Chemistry and Transport Models (CTMs), which allow reproducing the fate of the main atmospheric pollutants, both primary and secondary, such as ozone, nitrogen oxides and particulate matter (PM). CTMs are generally driven by 3-D meteorological fields provided by a previous run of a mesoscale meteorological model. Consequently, the correct representation of air quality is strongly affected by the simulation of meteorological processes and parameters. The main controlling variables are wind, temperature, turbulent fluxes and, among others, the height of the Atmospheric Boundary Layer (ABL), also called Planetary Boundary Layer (PBL).

In recent years, there has been significant progress on the characterization of atmospheric turbulence, but the determination of the PBL remains one of the most uncertain parameters in model estimates, affecting the reconstruction of dispersion processes and, then, ground concentrations (Misenis and Zhang, 2010; Yerramilli et al., 2010).

The Weather Research and Forecasting (WRF; Skamarock, 2005) model is a state-of-art in meteorological applications that offers several schemes to reconstruct PBL heights, each adopting different assumptions when describing the turbulence or eddy activities in stable, neutral or convective conditions. Furthermore, new PBL schemes have been recently embedded into WRF version 3.3, such as the University of Washington Moist Turbulence (UW) scheme (Bretherton and Park, 2009).

Several studies have explored the sensitivity of PBL schemes in WRF model (Misenis et al., 2006; Zhong et al., 2007; Borge et al., 2008). All these works showed discrepancies between simulations with several PBL schemes and among these and experimental measures. However, all the aforementioned studies did not investigate the relationship between model performances and differences in PBL parameterizations.
More recently, this limit was overcome in the work of Ferrero et al. (2011a) where a sensitivity analysis of four PBL schemes over the North of Italy was conducted comparing results of the Fifth-Generation Penn State/NCAR Mesoscale Meteorological model (MM5; Grell et al., 1994) with particle concentration vertical profiles obtained by balloon soundings. However, due to the recently replacement of MM5 by WRF as mesoscale meteorological model for CTMs, the accuracy of WRF schemes in predicting the PBL has yet to be assessed.

Hu et al. (2010) attempted to evaluate the causes of model biases for three PBL schemes of WRF model in south-central United States. In contrast to previous sensitivity studies, the present application focuses on analyzing the differences in five model schemes allowing conclusions on the influence of PBL formulations on the modeled results. To this aim, WRF (version 3.3.1) has been applied to the critical area of the Po Valley (North of Italy) and compared to experimental data in order to evaluate five PBL parameterizations in winter: Medium Range Forecast (MRF) scheme (Hong and Pan, 1996), Yonsei University (YSU) scheme (Hong et al., 2006), and Mellor Yamada Janjic (MYJ) formulation (Janjic, 1994), as well as the Asymmetrical Convective Model version 2 (ACM2; Pleim, 2007) scheme and the new UW parameterization (Bretherton and Park, 2009).

The Po Valley is a European hot spot for atmospheric pollution due to the fact that the ventilation is generally poor and the atmospheric conditions are often stagnant, especially during winter when frequent thermal inversion at low altitude and prolonged foggy periods induce very low PBL depths (Rodriguez et al., 2007; Carbone et al., 2010; Ferrero et al., 2012). These conditions often limit model performances in estimating the PBL height (Ferrero et al., 2011a). This makes the Po Valley area, in winter, an interesting case study for modeling applications.

In this study many experimental techniques (ground level measurements, particle vertical profiles by balloon soundings, meteorological balloons and Lidar measurements) were combined together in order to obtain a correct and thorough representation of the PBL structure. Together with Ferrero et al. (2011a), this work represents
one of the few investigations of PBL heights over the Po Valley throughout a comparison between model results and observations.

The following section (Sect. 2) describes the WRF modeling set up, the main features of experimental techniques and the comparison method. In Sect. 3, a detailed analysis of results is presented. Finally, Sect. 4 summarizes the main findings and conclusions.

2 Model and observations

2.1 WRF description and modeling set up

In this study, WRF model version 3.3.1 has been applied. WRF is a non-hydrostatic meteorological model designed to simulate mesoscale and regional scale atmospheric circulation. It includes many physical and dynamical options for microphysics, radiation, cumulus processes and PBL (www.wrf-model.org).

The main physical parameterizations adopted here include the Rapid Radiative Transfer Model (RRTM) long wave radiation scheme (Mlawer et al., 1997) and the Goddard shortwave radiation scheme (Chou et al., 1998), the Noah land surface model (Chen and Dudhia, 2001), the Morrison double moment microphysics scheme (Morrison et al., 2009) and the Grell 3-D ensemble cumulus parameterization (Grell and Devenyi, 2002).

Five PBL schemes have been selected for the sensitivity test: MRF (Medium Range Forecast; Hong and Pan, 1996), YSU (Yonsei University; Hong et al., 2006), MYJ (Mellor Yamada Janjic; Janjic, 1994), UW (University of Washington Moist Turbulence; Bretherton and Park, 2009) and ACM2 (Asymmetrical Convective Model version 2; Pleim, 2007). The differences among the five PBL schemes are related to the turbulence or eddy diffusivity assumption, the parameterization of the PBL top and the treatment of the entrainment zone in stable, neutral and convective conditions.

The MRF scheme adopts a nonlocal-K approach proposed by Troen and Mahrt (1986) to simulate the mixed-layer diffusion with an implicitly parameterization of the
entrainment processes. The Boundary Layer height is enhanced by comparing the computed bulk Richardson number with a critical value (0.5; Hong et al., 2006). The entrainment effects are merely reproduced by additional mixing above the minimum flux level (Hong et al., 2006). The YSU scheme is a modification of the MRF approach. The major changes include the explicit treatment of the entrainment processes at the inversion layer by means of an asymptotic entrainment flux term added to the turbulence diffusion equation and a critical bulk Richardson number sets to zero (Hong et al., 2006). The YSU scheme is further modified in WRF version 3 by increasing the critical bulk Richardson number from zero to 0.25 over land during stable boundary conditions (Hong and Kim, 2008).

MYJ is an implementation of the Mellor Yamada level 2.5 model (Mellor and Yamada, 1982). It applies a local approach to determine eddy diffusion coefficients from prognostic turbulent kinetic energy (TKE). Since the TKE is largest within the PBL, MYJ defines its top as the height where the TKE becomes negative or drops to a prescribed lower bound (Hu et al., 2010; Janjic, 2001). A similar approach is used in the recently added UW parameterization, but turbulent kinetic energy is diagnosed rather than prognosed for different regimes (stable or convective) and an explicit entrainment closure is used at the edge of the convective layers (Bretherton and Park, 2009).

Finally, the ACM2 combines the nonlocal transport of the ACM1 model (Pleim and Chang, 1992) and the local eddy diffusivity. In this way, vertical fluxes are described as pure eddy diffusion in stable conditions and a combination of local gradient and non-local turbulent transport in unstable conditions (Pleim, 2007). In addition, ACM2 can simulate a convective upward transport from the lowest level to all other model layers and an asymmetrical layer-by-layer downward transport (Pleim, 2007). The height of the Boundary Layer is calculated starting from the bulk Richardson number. This scheme does not include and explicit treatment of the entrainment processes.

Because in WRF exists a particular surface layer scheme to which each PBL formulation is preferentially coupled, the surface layer schemes are also varied. The MRF, YSU and ACM2 are coupled to MM5 scheme, while MYJ and UW are associated to
Eta surface layer. Both surface schemes are based on similarity theory (Monin and Obukhov, 1954), but the second one includes a parameterization of a viscous sub-layer following Janjic (1994).

The WRF model has been applied over three domains in a Lambert Conic Conformal projection for February 2008. The master domain covers the whole Europe with a horizontal resolution of 45 km. The first nested domain extends over the Italian Peninsula with a grid step of 15 km and the second one is centered over the Po Valley area with a spatial resolution of 5 km. The cumulus scheme is not applied in the highest resolution domain. All model domains have 27 vertical layers, and the model top is set to 50 hPa.

A grid nudging on wind speed, temperature and water vapor mixing ratio has been employed within the Boundary Layer in all model configurations. The nudging coefficients were set to 0.0003 s$^{-1}$.

Input terrestrial data were derived from the 24-land use category of US Geological Survey database (USGS; http://www.usgs.gov/). The ECMWF (European Centre for Medium-Range Weather Forecast; http://www.ecmwf.int/) analysis of 6 h and 0.5° grid resolution were used as initial and boundary conditions.

The model ran for February 2008 with a spin up time of five days.

2.2 Experimental vertical profiles by tethered balloon

Direct measurements of PBL height can be made through the use of tethered balloons (Laakso et al., 2007; Wiegner et al., 2006; McKendry et al., 2004; Maletto et al., 2003). To this aim, vertical aerosol profiles were carried out in the Milan metropolitan area (Torre Sarca; 45°31′19″ N, 9°12′46″ E), in the midst of the most industrialized area in the Po Valley, using a spherical helium-filled tethered balloon (PU balloon, $= 4 \text{ m}$, volume $33.5 \text{ m}^3$, payload 15 kg). The balloon carried aloft a sampling platform consisting of an optical particle counter (OPC, 1.108 “Dustcheck” GRIMM, 15 particle classes ranging from 0.3–20 μm) and a portable meteorological station (BABUC-ABC, LSI-Lastem: pressure, temperature and relative humidity); both instruments acquired
data at 6 s of time resolution. Ascent and descent rates were controlled by an electric winch; a fixed value of $30.0 \pm 0.1 \text{ m min}^{-1}$ was used for all profiles, giving 3.0 m of measuring vertical resolution. The maximum height reached during each launch depended on atmospheric conditions; for the majority of the profiles it was 600 m a.g.l.

Further details of the experimental approach can be found in Ferrero et al. (2010; 2012), while the site and the related aerosol properties are reported in Ferrero et al. (2014), in Perrone et al. (2013) and in Sangiorgi et al. (2011).

Basing on the observation that atmospheric particles act as tracers of atmospheric plumes, and integrate the effects of both thermal and mechanical forces, the Boundary Layer height was derived, in the present work, using a gradient method applied to the particle vertical profiles as also described in detail in Ferrero et al. (2010). At the same time the instantaneous thickness of the Entrainment Zone (EZ), which connects the layer of vertical mixing (mixing zone) with the layer above, was calculated too (Stull, 1998). Particularly, the EZ thickness is the layer around the mixing zone, measured using the gradient method, extending between the regions in which more than 5 %, but less than 95 %, of the air in the vertical profile possess above PBL characteristics.

A comparison of the aforementioned procedure with potential temperature, relative humidity, black carbon profiles and Lidar (laser radar) data was yet performed and it is reported in literature (Ferrero et al., 2010; 2011a, b; Angelini et al., 2009).

Vertical aerosol profile measurements were performed along three years from 2006–2008. The complete dataset of vertical particle profiles is described in Ferrero et al. (2010). In this work, only sixteen ascent and descent profiles were considered in the analysis. Measurements were generally performed in the morning, from sunrise to noon, during the field campaign of February 2008.

For a complete evaluation of modeled data, radio soundings of Milano Linate airport (about 9 km SE far from Torre Sarca; $45^\circ 26'\ N, 9^\circ 17'\ E$) were considered too. Milano Linate station provides high resolution vertical profiles of pressure, temperature and dew point temperature, relative humidity, wind speed and wind direction every 12 h.
2.3 Lidar measurements

Information on PBL height can be also obtained through experimental techniques such as Lidar (Light Detection and Ranging) by observing from ground the vertical evolution of particle backscatter along the day (Amiridis et al., 2007; Kim et al., 2007; Cohn and Angevine, 2000). Planetary Boundary Layer height was thus estimated by means of an automated Lidar Ceilometer (Vaisala LD-40) installed at the Torre Sarca site on the same days as the balloon launching.

The Ceilometer acquired aerosols backscatter profiles every 15 s at the wavelength of 855 nm from January 2007 to February 2008. Measurements of February 2008 were only included in this study. Data were averaged every 15 min to increase the signal-to-noise ratio and corrected for the presence of clouds and haze.

Elastic backscatter Lidars can provide remote-sensing information on the aerosol distribution within the PBL, in terms of an aerosol cross section profile. Three methods have been proposed so far to infer the PBL height from Lidar data (Summa et al., 2013): the threshold method (Melfi, 1985), the gradient method (Endlich, 1967), and the variance method (Hooper and Eloranta, 1986; Hennemuth and Lammert, 2006). At the basis of all these methods there is the assumption that aerosols are produced at the ground and mixed in the PBL by the effect of turbulence-induced by convection. In this work, PBL heights were obtained using a gradient method (Angelini et al., 2009), which employs the inflection points in the corrected aerosol backscatter profile to determine the height of the PBL. For a detailed description of the PBL retrieval by elastic Lidar, see, among others: Angelini et al. (2009), Morille et al. (2007), Martucci et al. (2007) and Haefelin et al. (2012). The latter work shows that while the algorithms for the determination of aerosol layer heights are nowadays rather efficient, the most difficult task for automated procedures is the attribution of the top of the boundary layer to one of the detected layers, since in many cases residual or advected aerosol layers may induce errors in the attribution. Low aerosol loads also represent a condition for uncertain determination of PBL height.
For this reason, in the present work a supervised analysis has been performed, and the boundary layer top has been attributed by visual inspection.

In this respect, particular attention must be paid to the afternoon transition between the convective boundary layer and the new stable boundary layer building up after sunset. At that time, in fact, the PBL height shows large ambiguities, depending on which criterion is adopted to measure it. Indeed, when the solar forcing is lowering, the convective atmosphere becomes first neutral and then stable, from a thermo-dynamical point of view. In such conditions, part of the aerosol lifted up by daytime turbulence will remain aloft and undergo slow sedimentation. In such conditions, Lidar-based estimates of the Boundary Layer height will keep giving the highest levels observed in the middle of the day, until new aerosol emitted at ground and confined now in a much shallower layer becomes “visible” to the Lidar, leading to the detection of the new stable layer.

Usually this process takes place along a rather sharp transition, and smooth drops of the PBL are rarely observed.

2.4 Methods

Simulation results were compared to experimental data through the Atmospheric Model Evaluation Tool (AMET 1.1, Appel et al., 2011). Evaluations focus on PBL heights as well as the main meteorological parameters, namely temperature, mixing ratio and wind speed.

Experimental PBL height at Torre Sarca was assessed using particle vertical profiles obtained by balloon soundings and Lidar data, while other meteorological fields were evaluated at 63 WMO (World Meteorological Organization) ground measurement stations located in the Po Valley. Meteorological radio-soundings at Milano Linate airport were considered too.

Particle vertical profiles and Lidar data enable to experimentally estimate the magnitude of PBL depth and then the accuracy of different PBL schemes in reconstructing its
structure and evolution. Furthermore, Lidar data allow obtaining a continuous temporal coverage of measurements.

Finally, meteorological stations and radio-soundings enable to elucidate model capability at reproducing the main meteorological parameters.

Comparisons have been done in terms of temporal variation, vertical profiles, and performance statistics. Several metrics could be included in the analysis (Lin et al., 2008; Zhang et al., 2006). In order to obtain a complete characterization, five statistical parameters were selected (Appendix A): Mean Observed, Mean Modeled, Mean Bias (MB), Root Mean Square Error (RMSE), and Pearson Correlation ($r$). MB and RMSE enable to consider the accuracy of model schemes in reconstructing the PBL magnitude, while $r$ to characterize the hourly or seasonal evolution.

Modeled and observed data have been corrected removing outliers. Temperature data are compared when the difference between model and observation is lower than 20 K, while for mixing ratio a threshold of 10 g kg$^{-1}$ is set. Wind speeds lower than 0.5 m s$^{-1}$ and higher than 100 m s$^{-1}$ are rejected.

The aim of this study is to provide a sensitivity test of PBL scheme in the peculiar area of the Po Valley. For this reason, evaluations consider only the 5 km domain, interpolating model results to measurement sites and hours.

3 Results and discussion

3.1 Temperature, mixing ratio and wind speed

Table 1 displays the performance statistic of 2 m-temperature, 2 m-mixing ratio and 10 m wind speed at 63 WMO meteorological stations.

All simulations produce higher temperatures than the observed values in the lower atmosphere, implying some systematic errors in all model runs. The lowest bias is always related to ACM2 scheme (MB = 0.601 K), while the highest temperature biases are associated to MYJ and UW that use the Janjic Eta Monin–Obukhov surface layer
scheme. Indeed, one possible cause of the biases can be related to the heat fluxes delivered by this scheme with respect to Monin-Obukhov surface layer scheme used with YSU, ACM2 and MRF (Hu et al., 2010). In order to verify it, the mean upward sensible heat fluxes at the surface (HFX) are represented in Fig. 1.

The figure shows that the highest mean heat sensible fluxes are associated to MYJ and UW. In particular UW predicts the largest temperature bias (MB = 0.911 K) as well as the most pronounced differences of HFX over the Po Valley area. However when non-local closure schemes are compared together, it is possible to state that MRF predicts higher temperature than ACM2 and YSU, but lower heat fluxes. Downward flux at the ground surface of shortwave incoming solar radiation (SWDOWN) is represented in Fig. 2. All schemes have similar spatial distribution of the incoming solar radiation, even though some discrepancies are detectable on the North-East and South-West regions of the domain because of the differences in the cloud cover (not shown). UW is found to produce an incoming radiation that is on average larger than all other schemes. Indeed, this parameterization has the smallest cloud cover fraction. As discussed later, UW has also the weakest vertical mixing and, thus, low planetary boundary layer heights that tend to trap heat and moisture close to ground reducing the cloud formation at higher atmospheric levels. In fact, UW has also the highest latent heat flux at the surface (not shown).

ACM2 and YSU have a similar mean incoming shortwave radiation which is generally smaller than MRF and MYJ in the North-East of Italy, since the latest schemes have less cloud cover fraction. Non-local closure schemes have quite comparable latent heat fluxes as they use the same surface layer scheme, although in MRF it is slightly higher. Collectively, the comparison shows that discrepancies in temperature performances can be partially explained also with differences in SWDOWN field and latent heat fluxes.

Non-local closure schemes (MRF, YSU and ACM2) have also the best performance in terms of mixing ratio. The WRF model predicts a mixing ratio mean bias of −0.026, 0.041, 0.122, 0.265, and 0.278 g kg\(^{-1}\) with the MRF, ACM2, YSU, UW and MYJ scheme, respectively. Moisture is generally overestimated by all configurations,
consistently with temperature over prediction. The only exception is the MRF scheme that slightly under predicts mixing ratio. The overall trend is well reproduced by models, showing a correlation of about 0.8.

As far as wind speed is concerned, performance analysis reveals a model difficulty at reconstructing this meteorological field in terms of both magnitude and time variation. Biases of MRF, YSU and ACM2 are lower than MYJ and UW, and they range from 0.354 m s\(^{-1}\) (ACM2) to 0.776 m s\(^{-1}\) (MYJ).

The goal of this work is to assess the ability of different parameterization schemes to predict the PBL behavior over the critical area of the Po Valley. However, as experimental data of PBL height were available over Milan, the accuracy of simulated temperature, wind speed and mixing ratio was also assessed for the urban city.

The performance indices at Milano Linate station are reported in Table 2. Runs follow the previous general pattern, over predicting temperature and wind speed, but an underestimation of mixing ratio is observed. However, the five schemes show different behaviors in the city of Milan.

In order to better analyze those differences, Fig. 3 shows the bias diurnal variation of 2 m temperature, 2 m mixing ratio and 10 m wind speed at Milano Linate station.

MRF and YSU produce the highest temperature overestimations (MRF MB = 0.924K and YSU MB = 0.981K), but all schemes show the same daily trend of the mean bias. In the morning, temperatures predicted with UW have lower bias than the other schemes, while during the day all schemes show positive biases. Discrepancies among the five schemes are mainly related to nighttime hours, especially when YSU parameterization is considered. As reported by Hu et al. (2010), the enhanced stable nighttime vertical mixing included in the YSU scheme (Hong and Kim, 2008) contributes to stronger downward fluxes that lead to higher temperature and lower moisture near the ground.

Moreover, under nighttime stable conditions, non-local transport of the ACM2 scheme is shut down and the vertical mixing is merely caused to eddy diffusivity as in MYJ (Hu et al., 2010). As a consequence, ACM2 and MYJ have similar magnitudes
in reconstructing temperature and mixing ratio during the night. On the contrary, during daytime ACM2 shows a temperature variation more similar to non-local closure schemes.

Concerning mixing ratio, all runs show good agreement with measurements in the early morning, while a negative bias is observed during the afternoon and the night. The maximum mixing ratio error varies from run to run, with very little positive bias around 6:00 UTC for YSU and MYJ. A more substantial negative bias is highlighted from 9:00–18:00 UTC. As discussed later in this work, this is consistent with the bias trend observed in PBL height and it can be partially explained by an enhancement in vertical mixing during these hours. Indeed, the temperature overestimation can increase the thermally induced convection inside the PBL, decreasing the mixing ratio at the ground. As a consequence, in Milan, all runs produce mixing ratio that are lower than observed. The higher biases are associated to MRF and ACM2, with values of $-0.276$, $-0.208 \text{ g kg}^{-1}$, respectively. YSU has a similar behavior, but better overall performances, showing a bias of $-0.131 \text{ g kg}^{-1}$.

During unstable daytime conditions, MRF, ACM2 and YSU use the same non-local closure approach to simulate mixing inside PBL, and this can lead to the similar behavior in reproducing the temperature and mixing ratio trend.

The diurnal variation of wind speed is analyzed in Fig. 3. All schemes confirm a difficulty in reconstructing the daily pattern of wind field. In particular, runs show a positive bias that ranges from 0.699–0.979 m s$^{-1}$ (YSU), because of an overestimation of the observed values during the early morning and night. YSU scheme is found to generate the highest bias in the nighttime hours. Hong and Kim (2008) demonstrated that the increasing in the critical Richardson number during stable boundary conditions is responsible to the enhanced mixing when winds are generally weak. On the contrary, YSU has the lowest bias in correspondence of midday.

After the sunset ACM2 run produces lower overestimations than runs with MRF, MYJ or YSU. MYJ is also reported in Zhang and Zheng (2004) and Hu et al. (2010) to produce high wind speeds near the ground.
Finally, the modeled and observed vertical profiles are shown for comparison. Vertical profiles enable to further and better elucidate discrepancies observed in modeled results. In Fig. 4 is depicted the simulated and measured potential temperature, relative humidity and wind speed profiles at Milano Linate station for some days of the PBL experimental campaigns (6 February and 12 February at 11:00 UTC).

The early morning and night profiles show increasing potential temperature (inversion), decreasing humidity and wind shear with height. The local closure schemes have produced more realistic profiles than the non-local schemes.

In the convective conditions during daytime the above parameters are expected to have less pronounced variation with height in the well-mixed boundary layer. Wind speed shows important differences from run to run, but generally non-local closure schemes are closer to observations.

Local closure schemes have similar vertical wind profile on 6 February at 11:00 UTC with higher wind speed in the first 500 m than all other schemes. Differently, when the vertical profile of 12 February is analyzed, MYJ shows a larger surface wind speed than UW that results more similar to YSU. Both UW and YSU used an explicit term for simulating the entrainment zone, suggesting that either entrainment fluxes or the kind of closure play a key role in determining turbulence in the first meters of atmosphere during unstable conditions.

When analyzing the vertical profile of 6 February at 11:00 UTC it is quite clear that MYJ an UW have higher moisture and lower potential temperature than the other schemes below 500 m, while schemes are more similar above. Once again this can be partially related by the entrainment fluxes. As extensively discussed by Srinivas et al. (2007) and Hu et al. (2010), a possible explanation is a weak entrainment from the free troposphere in local schemes. The air above the PBL has higher potential temperature and less moisture than PBL air. A lack in the entrainment fluxes transport less warmer and drier air into the local PBL schemes with respect to YSU, ACM2 and MRF run, even though different entrainment approaches are used.
Relative humidity profiles can be also analyzed in order to obtain a first validation of PBL height. Since relative humidity is maximum inside the PBL (Seinfeld and Pandis, 1998; Ferrero et al., 2011a), it is possible to approximately estimate PBL depth looking at the height where relative humidity drops to a lower value. Vertical profiles indicate that relative humidity is characterized by an increasing from the ground level to a layer where a strong negative gradient is present. This layer is generally included in the first 500 m of the lower troposphere. The vertical profiles of 6 February shows that YSU, MYJ and UW predict the lowest PBL values around noon, while MRF and ACM2 over-estimates the measured profile. On the other hand, the vertical profile of 12 February displays that all schemes overestimate PBL height at 11:00 UTC.

3.2 Planetary Boundary Layer height

Table 3 shows the performance statistics of the five parameterizations for both balloon and Lidar comparisons at Torre Sarca (Milan). It is worth noting that balloon soundings were available only in the morning, making them representative only of the early evolution of the PBL height (from 7:00–12:00 UTC).

In the morning, UW and YSU prove to have a quite coherent behavior in reproducing PBL height. Indeed, they have the best performances when compared to balloon data, even though UW is found to underestimate the observation (MB = −43.82 m) while YSU over predicts the overall morning values (MB = 30.15 m).

Also analyzing the diurnal variation of the mean bias, it is possible to state that YSU and UW give lower bias in reconstructing the hourly evolution of PBL until 12:00 UTC (Table 4). Both parameterizations under-predict balloon measurements from 7:00–9:00 UTC and overestimate them from 10:00–12:00 UTC. On the contrary, the largest overestimations are associated to ACM2 and MRF between 11:00–12:00 UTC (ACM2 MB = 248.05 m and MRF MB = 200.75 m). This is consistent with previous studies (Hong et al., 2006) in which it was demonstrated that YSU PBL increases the thermally induced mixing, while decreases the mechanically produced turbulence with respect to MRF, thus, partially resolving the problem of early development of PBL before noon.
Comparisons with Lidar measurements allow analyzing the performances over the whole day. Table 3 and Fig. 5 show that among the five schemes YSU and ACM2 are the most accurate overall (YSU MB = −27.54 m, ACM2 MB = 3 m). The YSU scheme is especially accurate during midday, while ACM2 gives the best performances during the evening and night thus improving its overall scores.

However, it is evident from Fig. 5 that all schemes have the same general daily trend of the mean bias. In the night and early morning, they show small biases which slightly increase around 9:00 UTC, reaching the highest values in the afternoon, and then decreasing again after 15:00 UTC. This general trend implies some common errors in all runs, such as the over-prediction of temperature and wind speed. Indeed the diurnal variations of the performance index are consistent with the daily trend of the temperature and mixing ratio bias discussed previously. All schemes were found to have the major temperature overestimation from 9:00–15:00 UTC when PBL mixing and biases increase. Moreover, the raising in PBL heights can help explaining the consequently decreasing in mixing ratio observed at those hours.

In particular, schemes underestimate morning values, while MRF, ACM2 and MYJ over predicted PBL depth around noon (ACM2 MB = 171.22 m, MRF MB = 85.51 m, MJY MB = 179.10 m). A slight overestimation is also highlighted for YSU from 10:00–11:00 UTC (MB ranges from 23.79–50.71 m), consistent with the balloon observations. UW generally under predicts Lidar data, even though a positive bias is visible around 11:00 UTC (MB = 8.61 m). As discussed before, UW has the smallest temperature overestimation, especially during the morning. This ranking seems to influence the early PBL development, thus, producing the lowest depths during the morning and over the whole day. On the contrary, in the afternoon the PBL evolution seems to be more related to entrainment fluxes parameterizations. Indeed, ACM2, MYJ and MRF adopt the same approach in reconstructing the entrainment processes.

A further comparison can be done in terms of hourly trend. Figures 6 and 7 depict the hourly modeled PBL height evolution compared to balloon and Lidar data, respectively.
As can be seen from these figures, in the early hours of the day there is closer agreement between models and among these and both Lidar and balloon observations. Deviation between simulated and observed grows with time. Indeed, the daytime development of PBL appears to be too rapid in all simulations. All schemes show a quick increase around 8:00–9:00 UTC, in line with the highest temperature bias, while observed values show a smoother variation. This pattern seems to confirm the previous hypothesis that relates the temperature estimations to the PBL early growth.

On the contrary, through afternoon there are substantial differences among the parameterizations. The largest overestimation exists for MRF, MYJ and ACM2 around noon. Under unstable conditions, ACM2 and MRF schemes compute PBL height using a similar method, and since the simulations with those schemes used the same surface layer, it makes sense that PBL heights are comparable. Moreover ACM2, MYJ and MRF adopt the implicit term to reproduce the entrainment zone, influencing the PBL development in a similar way.

The best agreement in reconstructing the PBL height can be shown in the YSU scheme in both Lidar and balloon comparisons, while UW generally under predicted its magnitude.

Finally all schemes show a too rapid decrease of PBL that collapses to the night-time value by 17:00 UTC, while Lidar data seem to report a smoother profile, especially on 11 and 12 February. The problem of the possible underestimation of the PBL height decay during the afternoon transition to nighttime condition in LIDAR data was then investigated. Lidar data were compared against hourly fine PM (PM$_{2.5}$) ground concentrations collected at Torre Sarca by means of OPC measurements (Optical Particle Counter, 1.107 “ENVIRO-check” GRIMM). Figure 8 shows a good agreement between the hourly variation of the PBL height and particle observations. PM$_{2.5}$ ground concentrations reveal a smooth increase during nighttime hours that correspond in time with the decrease in PBL Lidar estimations for both 11 and 12 February. These results confirm the robustness of the comparison between model and Lidar measurements even during the PBL afternoon decay. As a consequence, these results also confirm
the presence of common problems in all PBL schemes in urban areas, that could be partially related to the absence of an anthropogenic source of heating (Krpo et al., 2010), capable of limiting the too strong decrease of PBL height taking place at sunset.

4 Conclusions

The WRF model has been applied over the Po Valley area and compared against measurement stations, vertical profiles by balloon soundings and Lidar data in order to assess the skill of the meteorological model in reproducing PBL structure and evolution. Five PBL schemes were tested for a 5 km simulation in February 2008: three non-local closure schemes (ACM2, MRF and YSU) and two local closure parameterizations (MYJ and UW).

Vertical profiles of aerosol number concentrations and Lidar backscatter data were collected in the city of Milan (Torre Sarca site). The PBL height was derived in both cases using a gradient method. Additionally, meteorological radio-soundings of Milano Linate airport as well as surface temperature, mixing ratio and wind speed of different WMO meteorological sites were considered too.

At domain level, results show that all five parameterizations produce in the lower atmosphere higher temperatures, mixing ratio and wind speed values than the observed ones, implying some common biases in all model runs over the Po Valley in winter. The highest biases were associated to MYJ and UW parameterizations that use the Janjic Eta Monin–Obukhov surface layer scheme that was found to deliver a greater amount of sensible and latent heat fluxes with respect to Monin–Obukhov surface layer scheme.

Limiting the analysis to the observations collected in the city of Milan, the results follow the previous general pattern, over predicting temperature and wind speed, but underestimating mixing ratios. Moreover, the five schemes have different scores, with respect to the whole domain. UW and ACM2 show better performances than the other schemes for temperature, and wind speed. The best performance is related to
the ability of these schemes to predict more reliable results during the morning and evening. Indeed, ACM2 and UW use the same local closure during nighttime conditions that lead to an improvement in model performance.

Concerning PBL height, schemes have the same general trend in reproducing the daily variation. All runs show a closer agreement with observations during the night and early morning, a rapid increase around noon, and a fast collapse to the night values after 17:00 UTC. This general pattern suggests some systematic errors in all parameterizations. Over predictions of temperature and wind speed are found to cause a general overestimation of mixing during the PBL development. In particular, temperature estimations seem to mainly influence the early evolution of the PBL height. UW has the smallest temperature overestimation and the lowest PBL depths during the morning and over the whole day. Moreover, the diurnal variation of the performance index is consistent with the hourly trend of the temperature bias.

On the contrary during the afternoon and midday, the PBL evolution seems to be more related to the entrainment fluxes parameterizations. The largest afternoon overestimation exists for MRF, MYJ and ACM2 as they use the same implicit approach in reconstructing the entrainment process.

The best agreement in reconstructing the PBL height was highlighted for YSU. On the contrary, UW generally under predicted PBL magnitude at all daytime hours.

The obtained results enable to identify three key aspects that would require further analysis: (a) the modeling of the surface layer fluxes during the morning hours and their relationship with temperature and PBL growing; (b) the influence of the entrainment scheme in the development of the daytime development of PBL height; (c) the possible influence of anthropogenic sources of heating on the afternoon decay, by introducing a specific Urban Canopy Model in the computation of surface fluxes.
Appendix A: Statistical indicators

The statistical indicators selected to evaluate the model performances have been defined as follow:

Mean Bias (MB):

\[ MB = \frac{1}{N} \sum_{t=1}^{N} M(x,t) - O(x,t) \]

Root Mean Square Error (RMSE):

\[ \text{RMSE} = \sqrt{\frac{1}{N} \sum_{t=1}^{N} (M(x,t) - O(x,t))^2} \]

Pearson correlation index (r):

\[ r = \frac{\sum_{t=1}^{N} (M(x,t) - \bar{M}(x)) \cdot (O(x,t) - \bar{O}(x))}{\sqrt{\sum_{t=1}^{N} (M(x,t) - \bar{M}(x))^2} \cdot \sqrt{\sum_{t=1}^{N} (O(x,t) - \bar{O}(x))^2}} \]

A cut-off threshold has been applied to observed and modeled fields to correct data from the presence of outliers. Data are rejected when differences between model and observation are:

Temperature > 20°C; Mixing ratio > 10 g kg\(^{-1}\); Wind speed < 0.5 m s\(^{-1}\) and Wind speed > 100 m s\(^{-1}\).
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Table 1. Comparison of PBL schemes against 63 WMO ground-based meteorological stations in the Po Valley for 2 m-temperature, 2 m-mixing ratio and 10 m-wind speed. The best performances are bold.

<table>
<thead>
<tr>
<th></th>
<th>ACM2</th>
<th>MRF</th>
<th>MYJ</th>
<th>UW</th>
<th>YSU</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Temperature (K)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean Obs</td>
<td>277.487</td>
<td>277.487</td>
<td>277.487</td>
<td>277.487</td>
<td>277.487</td>
</tr>
<tr>
<td>Mean Mod</td>
<td>278.088</td>
<td>278.346</td>
<td>278.363</td>
<td>278.398</td>
<td>278.255</td>
</tr>
<tr>
<td>MB</td>
<td>0.601</td>
<td>0.859</td>
<td>0.876</td>
<td>0.911</td>
<td>0.767</td>
</tr>
<tr>
<td>( r )</td>
<td>0.833</td>
<td>0.827</td>
<td><strong>0.840</strong></td>
<td>0.839</td>
<td>0.837</td>
</tr>
<tr>
<td><strong>Mixing Ratio (g kg(^{-1}))</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean Obs</td>
<td>4.577</td>
<td>4.577</td>
<td>4.577</td>
<td>4.577</td>
<td>4.577</td>
</tr>
<tr>
<td>Mean Mod</td>
<td>4.618</td>
<td>4.551</td>
<td>4.855</td>
<td>4.842</td>
<td>4.699</td>
</tr>
<tr>
<td>MB</td>
<td>0.041</td>
<td><strong>-0.026</strong></td>
<td>0.278</td>
<td>0.265</td>
<td>0.122</td>
</tr>
<tr>
<td>RMSE</td>
<td><strong>0.811</strong></td>
<td>0.848</td>
<td>0.966</td>
<td>0.933</td>
<td>0.832</td>
</tr>
<tr>
<td>( r )</td>
<td><strong>0.852</strong></td>
<td>0.842</td>
<td>0.822</td>
<td>0.822</td>
<td>0.850</td>
</tr>
<tr>
<td><strong>Wind Speed (m s(^{-1}))</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean Mod</td>
<td>3.591</td>
<td>3.617</td>
<td>4.013</td>
<td>4.005</td>
<td>3.694</td>
</tr>
<tr>
<td>MB</td>
<td><strong>0.354</strong></td>
<td>0.381</td>
<td>0.776</td>
<td>0.768</td>
<td>0.457</td>
</tr>
<tr>
<td>RMSE</td>
<td>2.916</td>
<td>2.921</td>
<td><strong>2.870</strong></td>
<td>2.905</td>
<td>2.935</td>
</tr>
<tr>
<td>( r )</td>
<td>0.469</td>
<td>0.465</td>
<td><strong>0.521</strong></td>
<td>0.509</td>
<td>0.471</td>
</tr>
</tbody>
</table>
Table 2. Performance statistics of the five configurations at Milano Linate station for 2 m-temperature, 2 m-mixing ratio and 10 m-wind speed. The best performances are highlighted bold.

<table>
<thead>
<tr>
<th></th>
<th>ACM2</th>
<th>MRF</th>
<th>MYJ</th>
<th>UW</th>
<th>YSU</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Temperature (K)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean Obs</td>
<td>278.980</td>
<td>278.980</td>
<td>278.980</td>
<td>278.980</td>
<td>278.980</td>
</tr>
<tr>
<td>Mean Mod</td>
<td>279.586</td>
<td>279.904</td>
<td>279.369</td>
<td>279.189</td>
<td>279.961</td>
</tr>
<tr>
<td>MB</td>
<td>0.606</td>
<td>0.924</td>
<td>0.389</td>
<td><strong>0.209</strong></td>
<td>0.981</td>
</tr>
<tr>
<td>RMSE</td>
<td><strong>1.972</strong></td>
<td>2.170</td>
<td>1.975</td>
<td>2.110</td>
<td>2.093</td>
</tr>
<tr>
<td>r</td>
<td>0.896</td>
<td>0.886</td>
<td>0.885</td>
<td>0.878</td>
<td><strong>0.897</strong></td>
</tr>
<tr>
<td><strong>Mixing Ratio (g kg^{-1})</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean Obs</td>
<td>4.735</td>
<td>4.735</td>
<td>4.735</td>
<td>4.735</td>
<td>4.735</td>
</tr>
<tr>
<td>Mean Mod</td>
<td>4.527</td>
<td>4.459</td>
<td>4.669</td>
<td>4.620</td>
<td>4.605</td>
</tr>
<tr>
<td>MB</td>
<td>−0.208</td>
<td>−0.276</td>
<td><strong>−0.066</strong></td>
<td>−0.115</td>
<td>−0.131</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.693</td>
<td>0.729</td>
<td>0.637</td>
<td><strong>0.636</strong></td>
<td>0.688</td>
</tr>
<tr>
<td>r</td>
<td>0.874</td>
<td>0.871</td>
<td>0.886</td>
<td><strong>0.888</strong></td>
<td>0.869</td>
</tr>
<tr>
<td><strong>Wind Speed (m s^{-1})</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean Obs</td>
<td>1.721</td>
<td>1.721</td>
<td>1.721</td>
<td>1.721</td>
<td>1.721</td>
</tr>
<tr>
<td>Mean Mod</td>
<td>2.419</td>
<td>2.536</td>
<td>2.593</td>
<td>2.639</td>
<td>2.699</td>
</tr>
<tr>
<td>MB</td>
<td><strong>0.699</strong></td>
<td>0.815</td>
<td>0.873</td>
<td>0.918</td>
<td>0.979</td>
</tr>
<tr>
<td>RMSE</td>
<td><strong>1.563</strong></td>
<td>1.702</td>
<td>1.738</td>
<td>1.845</td>
<td>2.092</td>
</tr>
<tr>
<td>r</td>
<td>0.331</td>
<td>0.270</td>
<td>0.218</td>
<td><strong>0.407</strong></td>
<td>0.300</td>
</tr>
</tbody>
</table>
Table 3. Performance indexes in the five configurations for PBL height; statistics derived from a comparison with both balloon and Lidar data. The best performances are highlighted in bold.

<table>
<thead>
<tr>
<th></th>
<th>ACM2</th>
<th>MRF</th>
<th>MYJ</th>
<th>UW</th>
<th>YSU</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Balloon</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Meab Obs (m)</td>
<td>260.88</td>
<td>260.88</td>
<td>260.88</td>
<td>260.88</td>
<td>260.88</td>
</tr>
<tr>
<td>Mean Mod (m)</td>
<td>376.22</td>
<td>369.81</td>
<td>360.65</td>
<td>217.06</td>
<td>291.03</td>
</tr>
<tr>
<td>MB (m)</td>
<td>115.34</td>
<td>108.93</td>
<td>99.77</td>
<td>−43.82</td>
<td>30.15</td>
</tr>
<tr>
<td>RMSE (m)</td>
<td>211.76</td>
<td>186.89</td>
<td>185.17</td>
<td>137.39</td>
<td>104.64</td>
</tr>
<tr>
<td>$r$</td>
<td>0.60</td>
<td>0.71</td>
<td>0.59</td>
<td>0.51</td>
<td><strong>0.76</strong></td>
</tr>
<tr>
<td><strong>Lidar</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Meab Obs (m)</td>
<td>271.57</td>
<td>271.57</td>
<td>271.57</td>
<td>271.57</td>
<td>271.57</td>
</tr>
<tr>
<td>Mean Mod (m)</td>
<td>274.57</td>
<td>222.04</td>
<td>321.60</td>
<td>171.76</td>
<td>244.03</td>
</tr>
<tr>
<td>MB (m)</td>
<td><strong>3.00</strong></td>
<td>−49.53</td>
<td>50.04</td>
<td>−99.81</td>
<td>−27.54</td>
</tr>
<tr>
<td>RMSE (m)</td>
<td>170.75</td>
<td>189.96</td>
<td>168.82</td>
<td>181.32</td>
<td><strong>156.94</strong></td>
</tr>
<tr>
<td>$r$</td>
<td><strong>0.84</strong></td>
<td><strong>0.84</strong></td>
<td>0.66</td>
<td>0.83</td>
<td>0.68</td>
</tr>
</tbody>
</table>
Table 4. Hourly variation of the mean bias index in the five configurations for PBL height balloon campaign. The best performances are highlighted bold.

<table>
<thead>
<tr>
<th>MB (m)</th>
<th>ACM2</th>
<th>MRF</th>
<th>MYJ</th>
<th>UW</th>
<th>YSU</th>
</tr>
</thead>
<tbody>
<tr>
<td>7:00–8:00</td>
<td>-121.13</td>
<td>-122.97</td>
<td><strong>78.33</strong></td>
<td>-144.85</td>
<td>-132.27</td>
</tr>
<tr>
<td>8:00–9:00</td>
<td><strong>2.66</strong></td>
<td>38.73</td>
<td>19.21</td>
<td>-81.91</td>
<td>-5.25</td>
</tr>
<tr>
<td>9:00–10:00</td>
<td>175.34</td>
<td>159.63</td>
<td>160.85</td>
<td>-82.96</td>
<td><strong>52.10</strong></td>
</tr>
<tr>
<td>10:00–11:00</td>
<td>220.27</td>
<td>191.81</td>
<td>169.96</td>
<td><strong>49.82</strong></td>
<td>103.43</td>
</tr>
<tr>
<td>11:00–12:00</td>
<td>248.05</td>
<td>200.75</td>
<td>164.44</td>
<td><strong>59.85</strong></td>
<td>78.42</td>
</tr>
</tbody>
</table>
Figure 1. Monthly mean (February 2008) of upward sensible heat fluxes at the surface (HFX) in the five configurations.
Figure 2. Monthly mean (February 2008) of downward shortwave flux at the ground surface (SWDOWN) in the five configurations.
Figure 3. Diurnal variation of mean bias index at Milano Linate station.
Figure 4. Vertical profile of potential temperature (K), relative humidity (%) and wind speed (m s$^{-1}$) on 6 February 2008 at 11:00 UTC (a) and on 12 February 2008 at 11:00 UTC (b).
Figure 5. Diurnal trend of mean bias (m) index in the five configurations for PBL height Lidar data.
Figure 6. Comparison between five PBL schemes and balloon observations at Torre Sarca at different days, February 2008.
Figure 7. Comparison between five PBL schemes and Lidar measurements at Torre Sarca at different days, February 2008.
Figure 8. Comparison between PBL height Lidar estimations and hourly fine PM (PM$_{2.5}$) ground concentrations at Torre Sarca at two different days of February 2008.