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Abstract

A convolution based method of spectral nudging of atmospheric fields is developed in the Australian Community Climate and Earth Systems Simulator (ACCESS) version 1.3 which uses the UK Met Office Unified Model version 7.3 as its atmospheric component. The use of convolutions allow flexibility in application to different atmospheric grids. An approximation using one-dimensional convolutions is applied, improving the time taken by the nudging scheme by 10 to 30 times compared with a version using a two-dimensional convolution, without measurably degrading its performance. Care needs to be taken in the order of the convolutions and the frequency of nudging to obtain the best outcome. The spectral nudging scheme is benchmarked against a Newtonian relaxation method, nudging winds and air temperature towards ERA-Interim reanalyses. We find that the convolution approach can produce results that are competitive with Newtonian relaxation in both the effectiveness and efficiency of the scheme, while giving the added flexibility of choosing which length scales to nudge.

1 Introduction

Atmospheric modeling is a discipline that has impacts in many fields of scientific study as well as everyday life. For example, numerical weather prediction (Davies et al., 2005; Puri et al., 2013) provides us our daily weather forecasts and simulations of global climate (Taylor et al., 2012) give us forewarning of possible impacts of climate change. Global climate models are powerful tools, but they have limitations due to grid resolution, approximations to atmospheric physical processes (e.g., convection and turbulent mixing), and also because of incomplete or imperfect datasets such as for representing land-use. Furthermore, since the atmosphere is a chaotic system, the simulated synoptic patterns deviate from observations over time. This makes it more difficult to evaluate modeled behavior, since the advection of tracers depends on the synoptic scale atmospheric circulation. In some cases, to reduce biases caused by these issues, it is useful to introduce a correction to align the
model more closely with a host model, often an observational product such as the ERA-Interim reanalysis (ERAI; [Dee et al., 2011]). The process of adjusting dynamical variables of a model towards a host model is commonly known as nudging ([Kida et al., 1991; Telford et al., 2008]).

Nudging is useful for model development and scientific studies, where a more realistic atmospheric circulation can help determine errors or feedbacks in particular components of the model. Nudging in atmospheric models has been used to reduce the size of transport errors of trace gases for atmospheric chemistry ([Telford et al., 2008]) and carbon cycle modeling ([Koffi et al., 2012]), dynamically downscaling to finer resolution ([Wang et al., 2004]), and generating regional analyses ([von Storch et al., 2000]). Two popular approaches to nudging in atmospheric models are Newtonian relaxation ([Telford et al., 2008]) and spectral nudging ([Waldron et al., 1996]).

This paper describes an efficient method for implementing a convolution based spectral nudging scheme in atmospheric models, which is demonstrated using the Australian Community Climate and Earth System Simulator (ACCESS; [Bi et al., 2013; Dix et al., 2013]). The spectral nudging scheme can support irregular grids, making the approach applicable to a wide range of other atmospheric models. We have also significantly improved its computational efficiency by approximating the spectral nudging using one-dimensional (1-D) convolutions, and show that this does not degrade the performance. A convolution approach for spectral nudging using a cubic grid has previously been described by Thatcher and McGregor (2009). However this paper differs from the previous work, as the scheme in ACCESS has been designed to exploit the symmetries of the ACCESS latitude-longitude grid. This paper also provides an extended analysis to compare the performance of various configurations of nudging using Newtonian relaxation and spectral nudging.

ACCESS is a numerical model designed to simulate the Earth’s weather and climate systems. ACCESS is used for a wide range of applications from climate change scenarios and numerical weather prediction, to targeted scientific studies into areas such as atmospheric chemistry and aerosols, and the carbon cycle. ACCESS is composed of a number of different submodels, of which the atmospheric component is the UK Met Office Unified
Model (UM; Davies et al., 2005; The HadGEM2 Development Team, 2011). The version of ACCESS used in this study, ACCESS1.3, includes the Community Atmosphere Biosphere Land Exchange model (CABLE; Kowalczyk et al., 2013) to represent the land surface. ACCESS often includes ocean and sea-ice components, but these components are not used in this study. A full description of ACCESS can be obtained from Bi et al. (2013).

Nudging was originally implemented in the UM at the University of Cambridge, UK (Telford et al., 2008), using a Newtonian relaxation method. This applies a correction to the model at every time step, calculated from the difference between the host model and the UM. The fields that are nudged are the key dynamical variables; \( \Theta \) (potential temperature), \( U \) (zonal wind) and \( V \) (meridional wind).

An alternate approach to Newtonian relaxation is spectral nudging (von Storch et al., 2000; Thatcher and McGregor, 2009; Waldron et al., 1996). The spectral nudging scheme builds upon and expands the already existing Newtonian relaxation nudging code in the UM. It applies a low-pass spectral filter on the correction calculated as for the relaxation nudging, so the correction is only applied to large spatial scales. The spectral filter is applied using a convolution with a two-dimensional (2-D) Gaussian function. A convolution based filter was chosen rather than using a more conventional Discrete Fourier Transform, as it is simple to implement a parallel version within the UM framework and has the potential to be generalized to irregular and limited area grids. It also operates on the physical distance between grid points, which makes it straightforward to apply consistently across the whole globe and does not require special treatment of the poles. Spectral nudging gives the flexibility of being able to nudge the large scale features of the model towards the host, while allowing the small scales to be determined by the model’s own physics. Because of this, spectral nudging is particularly useful in regional climate modeling (Denis et al., 2002; Kanamaru and Kanamitsu, 2007; Kida et al., 1991) and dynamical downscaling (Liu et al., 2012). In these cases, the model resolution is finer than the host model, so there is no information to nudge the finest length scales of the model towards, preventing the effective use of relaxation nudging.
The paper is structured as follows: Sect. 2 covers the implementation and configuration of nudging in ACCESS. This includes Sect. 2.1 covering relaxation nudging, then Sect. 2.2 describing the implementation of the spectral filter and the convolution method used to implement it. A 1-D filter that approximates the 2-D filter is described in Sect. 2.3. The 1-D filter gives significant improvements in the speed of calculating the filter and reduces the amount of message passing. The set up of the model used for simulations presented in this document is covered in Sect. 2.4.

The performance of the spectral nudging is analyzed in Sect. 3. This is split up into subsections relating to different indicators of its performance or looking at the behavior from different parameter choices. Section 3.1 compares nudged variables of the ACCESS model with ERAI, as well as the unconstrained fields of Mean Sea Level Pressure (MSLP) and precipitation. Section 3.2 compares the performance of the 1-D and 2-D spectral filters. Section 3.3 compares a number of different nudging configurations to see how closely they converge towards ERAI, and the effect of varying the spectral filter length scale. Lastly, Sect. 3.4 investigates the effect of varying the period of nudging, comparing its effect on the temporal spectrum and run times.

2 Nudging implementation

The process of nudging aims to perturb prognostic variables $\psi_m$ of a model (e.g., ACCESS) toward the corresponding variable $\psi_h$ of a host model (e.g., ERAI). The following section relates how nudging is implemented for each of the different methods used in this paper.

2.1 Newtonian relaxation

The standard Newtonian relaxation is applied by taking the difference between $\psi_m$ and $\psi_h$, $\Delta \psi = \psi_m - \psi_h$, and using this to correct the model,

$$\psi_m \rightarrow \psi_m - \alpha \Delta \psi.$$
Here $\alpha \in [0, 1]$ is a dimensionless constant determining the strength of nudging. $\alpha$ is related to the concept of an $e$ folding time, which is the length of time to reduce the error by $e^{-1}$, where $\alpha < 1$. The $e$ folding time is $\Delta t/\alpha$ where $\Delta t$ is the period of nudging. For example, a 6 h $e$ folding time with nudging applied every half hour corresponds to $\alpha = 1/12$. $\alpha$ has vertical dependence, and is set to zero below 1000 m (i.e., the typical planetary boundary layer height). This helps avoid conflict between the nudging and the atmospheric model, since the behavior of the atmosphere in the boundary layer is strongly influenced by the land-surface, which can be different between the model and its host. $\alpha$ is also typically ramped down linearly from its full strength to zero over a several model levels to reduce the discontinuity between the nudged and non-nudged regions. It can also be ramped down at the top of the atmosphere to avoid any conflict that may occur due to top boundary conditions of the model.

The code used for the relaxation nudging is based on code from Telford et al. (2008) with some modifications. The code was restructured to improve parallelism when spatially interpolating host data and to use the ERAI dataset as the host model instead of other reanalysis products.

### 2.2 Spectral nudging

Spectral nudging extends the Newtonian relaxation method by taking the correction term and applying a spectral (low-pass) filter so that large spatial wavelengths are adjusted while smaller wavelengths are left essentially unperturbed. The method chosen to do this is based on Thatcher and McGregor (2009), using a convolution of $\Delta \psi$ with a Gaussian function, $w$, to implement the filter. However, the approach in this paper differs from previous work in its application to the ACCESS grid, requiring different implementation of the convolution for different underlying grids.

The correction for spectral nudging is applied as follows:

$$\psi_m \rightarrow \psi_m - \alpha (\Delta \psi * w) \quad (2)$$
where $\ast$ is the convolution operator. The convolution is calculated on the surface of a sphere (assumed to have radius $R = 1$). This results in:

$$\Delta \psi * w = \int \int \Delta \psi(\theta', \phi') w(\theta - \theta, \phi' - \phi) \cos(\phi') d\phi' d\theta'$$

(3)

where the Gaussian weighting function is:

$$w(\theta' - \theta, \phi' - \phi) = \frac{1}{b} \exp \left( -\frac{\Delta \sigma^2}{2\lambda^2} \right).$$

(4)

$\lambda$ is the standard deviation of the Gaussian function, which is referred to as the nudging length scale. $\theta$ and $\phi$ are the azimuthal angle and polar angle respectively, and $\theta'$ and $\phi'$ are dummy co-ordinates that are integrated over. $b$ is a normalization factor, $b = \int \int \exp \left( -\frac{\Delta \sigma^2}{2\lambda^2} \right) d\phi' d\theta'$. Note that $b$ is evaluated after the expression is discretized. $\Delta \sigma(\theta' - \theta, \phi' - \phi)$ is the distance of a chord between the two points $(\theta', \phi')$ and $(\theta, \phi)$:

$$\Delta \sigma = 2 \arcsin \left( \frac{C'}{2} \right)$$

(5)

where $C'(\theta' - \theta, \phi' - \phi)$ is the Cartesian distance between the points $(\theta', \phi')$ and $(\theta, \phi)$. Combining and discretizing Eqs. (3), (4) and (5), we get the correction that is applied by the scale selective filter.

The ACCESS grid is horizontally decomposed into domains that are assigned to individual processors. The calculation of the convolution at any point requires a global sum. Global information is not stored on individual processors, so the Message Passing Interface (MPI) is used to gather the $\Delta \psi$ arrays handled by each processor into a global array, and broadcast them to all processors. Each processor calculates the convolution just for its domain using this global information.

The naive implementation of the spectral filter involves a large computational effort (of order $N^2$ computations for $N$ horizontal grid points). A spectral filter could be implemented
more efficiently via a Fast Fourier Transform (FFT), or a spherical harmonic transform, requiring order $N \log_2 N$ computations, but the convolution gives much greater flexibility to be used with different grid configurations, from the regular latitude-longitude grid to irregular or limited area grids. To mitigate the computational effort of the convolution, a 1-D approximation to the convolution has been developed, described in the following section.

### 2.3 1-D filter

To improve the computational efficiency of the spectral nudging scheme, the 2-D convolution can be separated into two 1-D convolutions, thereby reducing the computational effort to order $N^{3/2}$. The 2-D convolution is separated by splitting the Gaussian function into parts that depend solely on latitude or longitude. The two integrals in the 2-D filter can then be evaluated separately as two 1-D convolutions. The expression for the two 1-D convolutions is equal to the 2-D convolution on a flat Cartesian grid, but is an approximation on a curved surface such as the global latitude-longitude grid.

$$ w(\theta' - \theta, \phi' - \phi) \approx \frac{1}{b} w(\theta' - \theta, \phi) w(\theta', \phi' - \phi) $$  

$$ \approx \frac{1}{b} \exp\left(\frac{-\Delta \sigma (\theta' - \theta, \phi)^2}{2\lambda^2}\right) \exp\left(\frac{-\Delta \sigma (\theta', \phi' - \phi)^2}{2\lambda^2}\right). $$  

A 1-D convolution is applied in one direction, then another 1-D convolution is applied on the result of the first convolution.

$$ \Delta \psi \star w \approx \frac{1}{b} \left[ \Delta \psi \star w(\theta', \phi' - \phi) \right] \star w(\theta' - \theta, \phi) $$  

$$ \approx \frac{1}{b} \int \left[ \int w(\theta', \phi' - \phi) \Delta \psi(\theta', \phi') \cos(\phi') d\phi' \right] w(\theta' - \theta, \phi) d\theta'. $$  

Since the integrals are computed independently, $w$ is calculated along horizontal rows and columns separately, not over the whole globe. Consequently, the code scales better with
increasing numbers of processors. As well as computational speedup, this reduces communication bottlenecks from data passed through MPI. Rather than global arrays being broadcast to every processor, each processor only needs data passed from processors associated with the same rows or columns of the horizontal grid.

Using this 1-D approximation, there is a choice in which convolution to apply first (i.e., either the zonal or meridional directions). Swapping the order of the integrals (convolutions) results in numerically different solutions. It is found that to reduce the error it is best to apply the convolution first along the latitudinal direction then longitudinally. This is discussed in Sect. 3.2 which compares the different orderings of the 1-D filter with the 2-D filter.

It also needs to be noted that the 1-D spectral filter is dependent on the model grid and the way the grid is decomposed into domains for each processor. The configuration of the ACCESS grid allows the convolution to be computed along rows of equal latitude or longitude and those results efficiently distributed to rows or columns of processors. This approach needs to be modified for grids which do not have these symmetries. See Thatcher and McGregor (2009) for an example of a 1-D spectral filter applied on a cubic grid.

2.4 Model configuration/description

This paper uses simulations of ACCESS, in the ACCESS1.3 atmosphere only configuration (Bi et al., 2013). This uses the atmospheric model UM vn7.3, CABLE 1.8 (Kowalczyk et al., 2013), as well as prescribed sea-surface temperatures and sea-ice concentrations. The model horizontally uses a N96 grid (uniform latitude longitude grid with 1.875° east-west and 1.25° north south resolution). It has 38 vertical levels which are terrain following hybrid height levels, representing heights from 10 m to 36 km. The model was run with a 30 min time step.

A series of one year simulations were run, starting from the 1 January 1990, each initialized in the same state, from a previous climate simulation, i.e. with an initial state unrelated to any historical synoptic patterns. The only differences between simulations were in the nudging configuration. These short experiments were chosen to to evaluate the performance of different nudging methods and choice of nudging parameters. Longer climate
simulations may also provide more in depth insight into biases in the nudging scheme, but this evaluation is beyond the scope of this paper.

The nudging component used the ERAI reanalysis product as the host model, provided at 6 hourly intervals. The ERAI data was linearly interpolated temporally to each time step. It was interpolated horizontally using bi-cubic interpolation, from its native 0.75 east-west and 0.75 degrees north-south to a resolution of 1.875 degrees east-west by 1.25 degrees north-south, matching the grid used by the ACCESS1.3 atmosphere. This is a higher resolution than the ERA-40 reanalysis used in Telford et al. (2008) of 3.75 degrees east-west by 2.5 degrees north-south.

The ERAI dataset was interpolated vertically to the ACCESS1.3 model levels, using the vertical interpolation developed in Telford et al. (2008), based on a piece-wise linear interpolation with respect to the natural logarithm of the air pressure. Some nudging methods include corrections to the vertical interpolation to account for the differences in orography between the simulation model and the host model (ACCESS1.3 and ERAI in this paper, respectively), such as exploiting the lapse rate to correct the interpolation of air temperature. However, since our goal in this manuscript is to evaluate the scale-selective filter compared to Newtonian relaxation, we have elected to retain the original interpolation scheme of Telford et al. (2008) for this study. Nevertheless, orographic adjustment for interpolated fields is an important topic that we intend to address in further work.

Nudging was applied to potential temperature ($\Theta$), zonal wind ($U$) and meridional wind ($V$). The choice of which prognostic variables to nudge is an important aspect of the experiment design. Kanamaru and Kanamitsu (2007) argued that the $U$, $V$ wind components, temperature, water vapour and surface pressure all needed to be nudged to sufficiently constrain the large scale biases of the model. Jeuken et al. (1996) also highlighted the effect nudging can have on the model physics if the nudging terms become too large. For simplicity, we have chosen to nudge the $\Theta$, $U$, and $V$ so as to be consistent with the nudging approach used by Telford et al. (2008). Note that we specifically avoid nudging the water vapour due to its potentially highly non-linear behaviour in the presence of clouds. We
specifically consider whether the nudging is unbalancing the model in section 3.4 in the context of the temperature temporal spectra.

The nudging adjustment was only applied from vertical level 7, corresponding to about 1 km in height above the surface terrain. The nudging amplitude $\alpha$ was ramped up from 0 to the full strength over 3 vertical levels so as to reduce the discontinuity between nudged and non-nudged parts of the atmosphere. $\alpha$ was also ramped down over the top 3 vertical levels of the model.

The parameters varied in the experiments were the nudging method, nudging period, maximum nudging strength, and spectral filter length. The relaxation nudging is always applied every time step, and the spectral filter can be applied at frequencies that are multiples of the time step and divide into 6 h (e.g. 0.5, 1, 2, 3 or 6 h). Most spectral nudging simulations analysed in this manuscript have nudging applied at a frequency of 1 h, which is justified in Sect. 3.4.

Simulations presented use a maximum nudging strength corresponding to either a one hour $e$ folding time (referred to as hard nudging) or six hour $e$ folding time (referred to as soft nudging). We note that soft nudging is used in Telford et al. (2008) and is a common choice for relaxation nudging. In this paper we find it useful to compare soft relaxation nudging with the soft spectral nudging and hard relaxation nudging with hard spectral nudging. Simulations were run with a range of filter length scales, from 0.03–0.5 radians.

3 Results and discussion

To determine the performance of the spectral filter, we look at the nudged runs compared with ERAI, as well as comparing with a control simulation without nudging. The control simulation also gives an indication of the behaviour of the nudging tendencies that were required to change the evolution of the simulation. The analysis was conducted on the nudged air temperature and wind fields, measured on planes of constant pressure at 250, 500 and 850 hPa. Note that although the potential temperature $\Theta$ is nudged, we actually evaluate the the air temperature $T$, when comparing the simulated results with ERAI. Two
unconstrained fields, MSLP and precipitation were also evaluated. Except where specified otherwise, the whole one year period of the simulation excluding the first 10 days was used. Excluding this period from the analysis ensures the atmosphere is settled fully into the nudged state.

After describing the impact of nudging in section 3.1, we compare different implementations of the 1-D and 2-D spectral filters in section 3.2 and then evaluate the influence of using different spectral filter parameters in section 3.3. Lastly section 3.4 gives a justification for the selection of the period of application of spectral nudging which is used throughout this manuscript.

3.1 Analysis of mean state and variance in the nudged model

3.1.1 Effect of nudging on nudged atmospheric fields

Figure 1 shows the spatial distribution of root mean squared error (RMSE) at 250 hPa for different ACCESS simulations, where we are defining the error as the difference between ACCESS and ERAI. It is calculated over one year of simulation apart from the first 10 days, for the 6 hourly intervals the ERAI data is provided on. For these plots, a control simulation with no nudging is compared against simulations using relaxation nudging and spectral nudging. The different behaviour between the nudged and control simulations provides an indication of the strength of the nudging tendencies. The 1-D filter was chosen as the preferred method of spectral nudging as discussed further in Sect. 3.2. In all cases, the nudged runs have much smaller error than the control simulation, indicating closer agreement with ERAI. The spectral filter with small length scales nudged (Fig. 1c) results in behavior similar to the relaxation nudging (Fig. 1b). As the filter length scale is increased, larger wavelengths are able to deviate from ERAI, and the magnitudes of the deviations are larger (Fig. 1d).

Figures 2 and 3 show the same data as Fig. 1 except lower in the atmosphere, at levels of 500 hPa and 850 hPa respectively. As the height decreases, we notice differences in the simulation over high orographic features such as the Himalayas, Antarctica or the Andes. These differences become more pronounced with the 850 hPa results, which is close to the...
lowest atmospheric levels that are nudged. We would expect there to be some differences between ACCESS and ERAI near the surface due to different representation of land-surface processes and different boundary layer parametrizations between the different atmospheric models. However, the largest errors are located where there is likely to be a mismatch in orographic height between ACCESS and ERAI and may suggest a limitation of the current method of interpolating ERAI to the ACCESS grid.

The $U$ and $V$ winds show similar trends in the relative RMSE between different simulations as those shown for temperature in Figs. 1, 2 and 3. This is demonstrated by the global average RMSE of these fields, shown in Tables 2 and 3. These tables present data at atmospheric levels of 250, 500 and 850 hPa. We note that all of the nudging simulations are more strongly constrained in RMSE than the control simulation with no nudging. This is true for each of the variables, at each level. At 850 hPa which is close to the lowest atmospheric levels that are nudged, the $U$ and $V$ winds have an average RMSE similar to the higher atmospheric levels. In contrast, the air temperature average RMSE shown in Fig. 1 is multiple times greater than the higher atmospheric levels. This shows that temperature is more affected by the surface and orographic differences. We also note that the hard nudging simulations are more constrained in RMSE than the equivalent simulations with soft nudging in all cases.

Since we intend to use the nudging in the simulation over climate timescales (i.e., decades), it is useful to determine how well the simulation predicts the variance as well as the mean air temperature. Figure 4 shows the differences in the variance of air temperature between the ACCESS simulations and ERAI at 500 hPa. Note that ACCESS consistently overestimates the variance of the air temperature in the control experiment compared to ERAI (Fig. 4a), presumably as a consequence of imperfect physical parametrizations. We note that this overestimate of the variance in air temperature is reduced by the nudging, with the difference in variance for Fig. 4b-d being an order of magnitude less than Fig 4a.

It is also useful to compare the performance of the model between small and large spatial scales. The RMSE gives the error grid point by grid point, at the smallest length scale. To evaluate the error at the largest length scale (the whole globe), the global mean of the
The difference between ACCESS and ERAI can be used. We refer to this as the Global Average Error (GAE). Values for the GAE are included in Tables 1, 2 and 3 for \( T \), \( U \) and \( V \) respectively. This covers each of the atmospheric fields nudged in our simulations at different heights in the atmosphere. In addition to the values in the tables, we note that the GAE tends to fluctuate rather than settle down to a constant value. For example, the mean GAE of air temperature at 250 hPa for the control simulation is -0.37K but its standard deviation is 0.7K. The nudged simulations which have lower mean GAE, also have a corresponding lower standard deviation of GAE of 0.01–0.04K. This shows smaller fluctuations in the GAE of the nudged simulations and the control simulation.

Tables 1, 2 and 3 also show that the simulations that are more tightly constrained in RMSE do not necessarily result in lower GAE. This is very dependant on the variable and vertical level looked at. For example, looking at \( V \) at 500 hPa in Table 3, the hard nudging simulations which are more constrained in RMSE have a lower GAE than the control, whereas the soft nudging simulations are not noticeably improved relative to the control simulation. However for \( V \) at 250 hPa, the GAEs for all of the nudged simulations are reduced by an order of magnitude relative to the control simulation and there is very little difference between the nudged simulations. The GAE can also have the opposite trend to RMSE. An example of this is for \( T \) in Table 1, where the hard relaxation nudging has a smaller RMSE but a larger magnitude of GAE compared to the hard spectral nudging simulations. Hence there is no nudging approach that clearly produces superior GAE results for all measures. However, the GAE for nudging simulations is comparable or lower than the control simulations for all cases, and there are only a few values that are not improved when nudging is introduced.

### 3.1.2 Effect of nudging on unconstrained atmospheric fields

In addition to constraining the nudged parameters, it is important that the nudging does not have a detrimental effect on other atmospheric processes. For this study, we examine the simulated MSLP and precipitation. We have chosen to concentrate on these fields since they can be readily compared to ERAI results and can also potentially be tested by obser-
vational data. For simplicity, in this paper we will compare the simulated results to ERAI predictions, noting that ERAI also produces an imperfect simulation of rainfall. A more detailed discussion of how nudging can effect model physics can be found in Jeuken et al. (1996). The spatial distribution of the RMSE of MSLP and precipitation are shown in Figs. 5 and 6 respectively, for the different nudging methods discussed in this paper. The results show a reduction in the RMSE in the nudged simulations (Fig. 5b-d) compared to the control simulation (Fig. 5a), illustrating that the simulated MSLP is responding favourably to the nudging. Differences between the ACCESS simulated MSLP and ERAI are more noticeable for regions of high orography, although this may be attributable to differences in the method used to calculate MSLP under orography. The magnitude of the MSLP RMSE is similar for each of the nudged simulations, although MSLP is a relatively smooth field and can be less sensitive to smaller scale differences in the nudging.

In Fig. 6 we consider the RMSE of the monthly mean rainfall. To cover the whole seasonal cycle, the one year simulation including the first 10 days was used in this analysis. As the ERAI precipitation is calculated by a model with different physics to ACCESS1.3, differences in specific rainfall events are expected. Due to this and the significant spatial and temporal variability in rainfall, the monthly mean values were chosen to provide a more consistent interpretation of precipitation biases than comparing higher frequency data. This only allows us to evaluate the spatial distribution of the rainfall rather than the timing of rainfall events. Each of the nudged simulation have improved the monthly precipitation compared to the control simulation. However, Fig. 6b, shows a worsening of the RMSE for the hard relaxation method over a few limited regions such as the Himalayas and Andes compared to the control simulation (Fig. 6a). This issue is also present in the soft relaxation nudging simulation (not shown) and this result is consistent with Zhang et al. (2014), who found that Newtonian relaxation could have a detrimental effect on the cloud and precipitation processes due to temperature nudging. However, Fig. 6c and d, using spectral nudging, have reduced this issue or even removed the problem in some locations. It is clear that leaving smaller length scales unperturbed by the spectral filter is advantageous for the model phys-

ical parameterisations at least when simulating rainfall processes, even for the relatively strong nudging case shown in Fig. 6.

3.2 Evaluation of 1-D filter approximation

The majority of results presented in this manuscript are for nudging simulations using the 1-D filter. To justify this choice of spectral filter method, in this section we compare the results of different configurations of the 1-D filter to that obtained using the 2-D filter. There are two ways to order the convolutions in the 1-D filter, with the zonal convolution followed by the meridional convolution (1-D filter, lon-lat), or the meridional convolution followed by the zonal convolution (1-D filter, lat-lon).

The RMSE of air temperature at 500 hPa is very similar between the different methods of spectral nudging. Simulations using hard nudging and a filter length of \( \lambda = 0.1 \) applied once an hour, give an RMSE of 0.407 K for the 2-D filter and the 1-D filter lat-lon, compared to 0.408 K for the 1-D filter lon-lat, in air temperature at 500 hPa, over one year of simulation (excluding the first 10 days).

To more closely compare the different ordering of the 1-D convolutions, Fig. 7 shows the zonally meaned RMSE of simulations using the 1-D filters and the 2-D filter. In polar regions, there is a greater RMSE in the 1-D lon-lat case compared to the 2-D filter and the 1-D lat-lon. This indicates that the lat-lon case is a better approximation of the 2-D filter than the lon-lat.

The difference between the lon-lat and the lat-lon version of the 1-D filter occurs because the grid points near the pole are physically close together in the longitudinal direction. A small error at the pole could be spread zonally across multiple grid points. In the lon-lat case, this error will remain after the initial zonal convolution. On the other hand, when the meridional convolution is applied first, the error near the poles can be reduced. This is because the values at grid boxes close to the poles have a smaller weighting in the meridional convolution as they have a smaller area.

As the 1-D filter constrains the model to a similar extent as the 2-D filter, with much reduced computational effort, it is clearly the preferred choice. The 1-D filter with the merid-
ional convolution applied first has better performance at the poles, so it is the optimum configuration. All simulations using spectral nudging refer to this configuration, except where specified otherwise.

### 3.3 Performance of the spectral filter

Figure 8 shows time-series of RMSE of air temperature at 500 hPa for relaxation and spectral nudging simulations, using different filter length scales and \( e \) folding times. Each spectral nudging simulation uses hourly nudging as discussed in Sect. 3.4. The convergence of RMSE depends on the combination of \( e \) folding time and nudging length scale (for the spectral nudging). The model is more tightly constrained using the shorter \( e \) folding time (hard nudging) and smaller nudging length scales. The spectral filter with \( \lambda = 0.1 \) and one hour \( e \) folding time, gives a RMSE similar to the relaxation nudging with a six hour \( e \) folding time. The more tightly constrained simulations reach a steady state more quickly, and all the simulations shown have reached a steady RMSE within four days of simulation or less (not visible for the time scale of this plot).

Tables 1, 2 and 3 show the temporally and spatially averaged RMSE and GAE for each of the nudged fields \( T, U \) and \( V \) at 250, 500 and 850 hPa levels. The simulations shown in these tables have the same relationship in RMSE as shown in Fig. 8. In particular, for a given strength of nudging, the relaxation nudging has the smallest RMSE, the spectral nudging with \( \lambda = 0.03 \) is closest to the relaxation nudging, and the RMSE increases for the spectral nudging as the filter length increases. This is true for each of the variables \( T, U \) and \( V \), at each level evaluated. In addition, the hard nudging simulations result in smaller RMSE than the equivalent set up using soft nudging.

As seen in section 3.1.1, the GAE is generally improved in comparison to the control simulation. In addition, the hard spectral nudging with the smallest filter length, \( \lambda = 0.03 \) produces GAE that are reasonably consistent with the relaxation nudging results. However, when comparing the different nudging methods, there is no clear pattern across levels and variables. For hard nudging, the spectral filter simulations have a smaller temperature GAE at all levels compared to the relaxation nudging, but the same is not the case when looking
at the soft nudging simulations or when evaluating $U$ and $V$. Hence, there is no clear advantage of any particular nudging method when evaluating the model performance in terms of GAE.

To further show the effect of the spectral filter at different length scales, the simulation output was re-gridded to a range of coarser resolutions. Re-gridding to coarser resolutions removes the fine scale detail in a similar way to the spectral filter, so the performance of the spectral filter should improve at coarser resolutions. This is shown by Fig. 9, which compares the RMSE at different re-gridded resolutions for different simulations.

At the highest resolutions, the relaxation nudging has a smaller RMSE, showing that it constrains the small length scales more tightly than the spectral nudging. For the spectral nudging, decreasing $\lambda$ reduces the RMSE at all length scales (i.e. shifts the curve downward). At coarser re-gridded resolutions, the spectral nudging simulations with $\lambda = 0.1$ and $\lambda = 0.2$ have lower RMSE than the relaxation nudging. Hence, the spectral nudging can capture the large scale structures of ERAI better than the relaxation nudging. The spectral nudging with $\lambda = 0.5$ has a greater RMSE for all re-gridded resolutions apart from the largest, indicating that the filter is not as effective at constraining the model in this case. From this we can choose relaxation nudging or spectral nudging with a smaller or greater $\lambda$, depending on which spatial length scales we want to constrain.

### 3.4 Nudging period

Figure 10 shows the temporal spectra of the 500 hPa air temperature from simulations using different nudging configurations. Relaxation nudging is applied every time step, so the nudging period is only applicable to the spectral filter. Nudging can be applied at intervals from every time step (30 min), to the period of the host data (6 h in the case of ERAI).

All valid choices of nudging period are able to sufficiently constrain the model, given a comparable $e$ folding time. The choice of nudging therefore, is a trade-off between computational effort and increased nudging shock, as constraining the model when nudging less frequently requires larger adjustments to the perturbed field. Nudging less frequently
hence causes distortions to the temporal spectra as shown in Fig. 10. However less frequent nudging offers a significant speedup as discussed below.

Examining Fig. 10 in more detail, it is evident that nudging with a period of six hours results in spikes in the Fourier spectrum at certain frequencies. This shows that the nudging adjustment is unbalancing the atmospheric model, causing it to respond unevenly in the spectrum. When nudging every hour, these imbalances are removed. Apart from a distortion in the spectrum below half an hour (one time step), the line for spectral nudging every hour lies on top on the line for spectral nudging every time step.

The spectra when nudging every time step is qualitatively similar to the control simulation, but shifted down in magnitude. The spectral nudging every time step has a spectrum in between the curves for the control and relaxation nudging. The spectrum for the 2-D filter is indistinguishable to the equivalent simulations using the 1-D spectral filter with the same filter length scale (2-D filter not shown).

Considering the speed benefits of different nudging frequencies, the 1-D spectral filter nudged every 6 h adds 3.3% to the run time (the same as Newtonian relaxation). When the period is decreased to 1 h or 30 min this increases the run time by 6.7 and 12% respectively. The 2-D spectral filter in comparison adds 33% when nudged every 6 h, increasing to 190 and 376%, which is not viable for most uses.

Nudging at hourly intervals can be used as a compromise between speed of computation and reducing the distortions in the spectra, and is the standard period of nudging used for spectral nudging in this paper.

4 Conclusions

This paper has introduced the use of spectral nudging in the UM and ACCESS. This is achieved through a novel convolution method, first described by Thatcher and McGregor (2009), but generalized in this paper for use with latitude-longitude grids as used by the ACCESS atmospheric model. Analysis of the different configurations of nudging shows that the nudging schemes effectively constrain the nudged fields to follow the host model (ERAI).
We have surveyed the spectral filter across a range of filter length scales. The spectral nudging scheme approaches the Newtonian relaxation nudging when small length scales are nudged, but allows the flexibility to nudge only large spatial structures when the filter length scale is increased.

Our results show that simulation errors in air temperature are greater near the surface for all nudging methods, which is expected due to the different representation of land-surface parametrizations. Although our objective was to compare the Newtonian relaxation with the spectral filter in ACCESS, we note that differences occur where there is a mismatch in the orographic height between the ACCESS simulation and ERAI, suggesting a problem with the vertical interpolation to the ACCESS grid used by the nudging. We intend to address this problem in future work.

We have also considered the implications of nudging on MSLP and precipitation which are not directly perturbed by the nudging. MSLP is a reasonably smoothly varying field and is well constrained by the nudging in all simulations to agree with ERA-Interim. There are some differences under high orography, although this may be more related to the method used for calculating MSLP under orography, rather than the nudging method. The nudged simulation improved the monthly mean rainfall compared to the control simulation. Furthermore, the spectral nudging simulations predicted rainfall that was in closer agreement with ERAI, than the relaxation nudging simulations. This provides an example of where the spectral filter can have an advantage over the Newtonian relaxation approach, particularly for physical processes that are sensitive to the local behaviour of the atmosphere.

The 1-D spectral filter is shown to perform as well as the 2-D filter, while producing a speedup of 10–30 times. This is achieved by the approximation of separating the 2-D convolution into 1-D convolutions and by using symmetries of the model grid to reduce communication between processors. We also identified that due to the geometry of our grid, the order of convolutions in the 1-D filter was important. To reduce error in the approximation, the meridional convolution is applied first.

Nudging with different frequencies was also investigated, showing that nudging every six hours is still able to constrain the model, but introduces distortions to the spectra. Nudg-
ing once an hour produces a speed up in comparison to nudging every time step, while introducing minimal distortions so was used for the majority of simulations.

The approach used to implement the 2-D and 1-D spectral filters is applicable to many other models. The 2-D convolution method can be implemented on any grid, though it suffers from being computationally expensive. The 1-D filter can be applied to irregular or more complex grids, but would require modification to separate the 2-D Gaussian function using an approximation that is appropriate for the particular grid.

Future work on spectral nudging in ACCESS will involve generalizing the spectral nudging to limited area and stretched grid configurations. Another potential approach to gaining a speedup in the convolution based spectral filter is to compute the convolutions over a small neighborhood, rather than the whole globe, ignoring areas where the Gaussian function has values close to zero. The ability to extend the convolution based spectral filter within the ACCESS/UM framework and in other modeling systems is an advantage of this approach.

**Code availability**
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Table 1. Comparison of RMSE and GAE in air temperature measured in Kelvin, for one year of simulation excepting the first 10 days, using different nudging methods. Spectral nudging experiments use nudging applied once an hour.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>RMSE 250 hPa</th>
<th>RMSE 500 hPa</th>
<th>RMSE 850 hPa</th>
<th>GAE 250 hPa</th>
<th>GAE 500 hPa</th>
<th>GAE 850 hPa</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>4.25</td>
<td>4.69</td>
<td>5.08</td>
<td>-0.37</td>
<td>0.13</td>
<td>0.39</td>
</tr>
<tr>
<td>Relaxation, soft</td>
<td>0.42</td>
<td>0.38</td>
<td>1.37</td>
<td>0.030</td>
<td>0.033</td>
<td>0.27</td>
</tr>
<tr>
<td>Relaxation, hard</td>
<td>0.32</td>
<td>0.26</td>
<td>1.39</td>
<td>0.15</td>
<td>0.073</td>
<td>0.39</td>
</tr>
<tr>
<td>Spectral, soft, $\lambda = 0.1$</td>
<td>0.68</td>
<td>0.64</td>
<td>1.55</td>
<td>-0.026</td>
<td>-0.042</td>
<td>0.13</td>
</tr>
<tr>
<td>Spectral, hard, $\lambda = 0.03$</td>
<td>0.35</td>
<td>0.29</td>
<td>1.37</td>
<td>0.13</td>
<td>0.057</td>
<td>0.37</td>
</tr>
<tr>
<td>Spectral, hard, $\lambda = 0.1$</td>
<td>0.45</td>
<td>0.41</td>
<td>1.36</td>
<td>0.081</td>
<td>-0.001</td>
<td>0.18</td>
</tr>
<tr>
<td>Spectral, hard, $\lambda = 0.2$</td>
<td>0.90</td>
<td>0.83</td>
<td>1.62</td>
<td>0.063</td>
<td>-0.021</td>
<td>0.11</td>
</tr>
</tbody>
</table>
Table 2. Comparison of RMSE and GAE in $\bar{U}$ measured in m/s, for one year of simulation excepting the first 10 days, using different nudging methods. Spectral nudging experiments use nudging applied once an hour.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>RMSE 250 hPa</th>
<th>RMSE 500 hPa</th>
<th>RMSE 850 hPa</th>
<th>GAE 250 hPa</th>
<th>GAE 500 hPa</th>
<th>GAE 850 hPa</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>18.26</td>
<td>3.09</td>
<td>8.25</td>
<td>0.70</td>
<td>0.21</td>
<td>-0.42</td>
</tr>
<tr>
<td>Relaxation, soft</td>
<td>1.32</td>
<td>1.00</td>
<td>1.35</td>
<td>-0.044</td>
<td>0.012</td>
<td>-0.12</td>
</tr>
<tr>
<td>Relaxation, hard</td>
<td>0.77</td>
<td>0.58</td>
<td>0.97</td>
<td>-0.029</td>
<td>0.015</td>
<td>-0.068</td>
</tr>
<tr>
<td>Spectral, soft, $\lambda = 0.1$</td>
<td>2.67</td>
<td>2.28</td>
<td>2.28</td>
<td>-0.060</td>
<td>0.013</td>
<td>-0.12</td>
</tr>
<tr>
<td>Spectral, hard, $\lambda = 0.03$</td>
<td>1.01</td>
<td>0.78</td>
<td>1.12</td>
<td>-0.027</td>
<td>0.014</td>
<td>-0.068</td>
</tr>
<tr>
<td>Spectral, hard, $\lambda = 0.1$</td>
<td>1.74</td>
<td>1.54</td>
<td>1.76</td>
<td>-0.028</td>
<td>0.009</td>
<td>-0.072</td>
</tr>
<tr>
<td>Spectral, hard, $\lambda = 0.2$</td>
<td>3.59</td>
<td>3.09</td>
<td>2.71</td>
<td>-0.030</td>
<td>0.008</td>
<td>-0.072</td>
</tr>
</tbody>
</table>
Table 3. Comparison of RMSE and GAE in $V$ measured in m/s, for one year of simulation excepting the first 10 days, using different nudging methods. Spectral nudging experiments use nudging applied once an hour.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>RMSE 250 hPa</th>
<th>RMSE 500 hPa</th>
<th>RMSE 850 hPa</th>
<th>GAE 250 hPa</th>
<th>GAE 500 hPa</th>
<th>GAE 850 hPa</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>18.0</td>
<td>11.7</td>
<td>7.84</td>
<td>-0.061</td>
<td>0.021</td>
<td>-0.034</td>
</tr>
<tr>
<td>Relaxation, soft</td>
<td>1.47</td>
<td>1.09</td>
<td>1.34</td>
<td>0.006</td>
<td>0.020</td>
<td>0.003</td>
</tr>
<tr>
<td>Relaxation, hard</td>
<td>0.92</td>
<td>0.70</td>
<td>1.00</td>
<td>0.006</td>
<td>0.011</td>
<td>0.004</td>
</tr>
<tr>
<td>Spectral, soft, $\lambda = 0.1$</td>
<td>2.63</td>
<td>2.21</td>
<td>2.16</td>
<td>0.006</td>
<td>0.022</td>
<td>0.001</td>
</tr>
<tr>
<td>Spectral, hard, $\lambda = 0.03$</td>
<td>1.16</td>
<td>0.91</td>
<td>1.14</td>
<td>0.007</td>
<td>0.013</td>
<td>0.007</td>
</tr>
<tr>
<td>Spectral, hard, $\lambda = 0.1$</td>
<td>1.72</td>
<td>1.47</td>
<td>1.65</td>
<td>0.007</td>
<td>0.014</td>
<td>0.012</td>
</tr>
<tr>
<td>Spectral, hard, $\lambda = 0.2$</td>
<td>3.47</td>
<td>2.96</td>
<td>2.57</td>
<td>0.006</td>
<td>0.016</td>
<td>0.011</td>
</tr>
</tbody>
</table>
Figure 1. Spatial distributions of the RMSE in air temperature of ACCESS simulations. This is measured in Kelvin on a 2-D horizontal plane at 250 hPa and averaged over one year of simulation apart from the first 10 days. (a) is the control with no nudging. (b) is the relaxation nudging with hard nudging. (c and d) are spectral nudging using the 1-D filter with hard nudging, applied once an hour. Different nudging length scales were used: \( \lambda = 0.1 \) in (c) and \( \lambda = 0.2 \) in (d). Note, for clarity, (a) uses a different scale for the contours.
Figure 2. Spatial distributions of the RMSE in air temperature of ACCESS simulations. This is measured in Kelvin on a 2-D horizontal plane at 500 hPa and averaged over one year of simulation apart from the first 10 days. (a) is the control with no nudging. (b) is the relaxation nudging with hard nudging. (c and d) are spectral nudging using the 1-D filter with hard nudging, applied once an hour. Different nudging length scales were used: $\lambda = 0.1$ in (c) and $\lambda = 0.2$ in (d). Note, for clarity, (a) uses a different scale for the contours.
Figure 3. Spatial distributions of the RMSE in air temperature of ACCESS simulations. This is measured in Kelvin on a 2-D horizontal plane at 850 hPa and averaged over one year of simulation apart from the first 10 days. (a) is the control with no nudging. (b) is the relaxation nudging with hard nudging. (c and d) are spectral nudging using the 1-D filter with hard nudging, applied once an hour. Different nudging length scales were used: $\lambda = 0.1$ in (c) and $\lambda = 0.2$ in (d).
Figure 4. Spatial distributions of the difference in variance of air temperature between ACCESS simulations and ERAI. This is measured in Kelvin squared, on a 2-D horizontal plane at 500 hPa and averaged over one year of simulation apart from the first 10 days. (a) is the control with no nudging. (b) is the relaxation nudging hard nudging. (c and d) are spectral nudging using the 1-D filter with hard nudging, applied once an hour. Different nudging length scales were used: $\lambda = 0.1$ in (c) and $\lambda = 0.2$ in (d). Note, for clarity, (a) uses a different scale for the contours.
Figure 5. Spatial distributions of the RMSE for MSLP in hPa, between ACCESS simulations and ERAI. This is averaged over daily mean values for one year of simulation apart from the first 10 days. (a) is the control with no nudging. (b) is the relaxation nudging hard nudging. (c and d) are spectral nudging using the 1-D filter with hard nudging, applied once an hour. Different nudging length scales were used: \( \lambda = 0.1 \) in (c) and \( \lambda = 0.2 \) in (d).
Figure 6. Spatial distributions of the RMSE of monthly mean precipitation in mm/day, between AC-CESS simulations and ERAI. This is averaged over one year of simulation. (a) is the control with no nudging. (b) is the relaxation nudging hard nudging. (c) and (d) are spectral nudging using the 1-D filter with hard nudging, applied once an hour. Different nudging length scales were used: $\lambda = 0.1$ in (c) and $\lambda = 0.2$ in (d).
Figure 7. RMSE of air temperature at 500 hPa, of 1-D filters and 2-D filter compared to ERAI. Data was averaged temporally and zonally, for one year (apart from the first 10 days) of data sampled every six hours. Each simulation uses the same nudging parameters, with hard nudging, using a filter length scale of $\lambda = 0.1$, applied once an hour.
**Figure 8.** RMSE of temperature at 500 hPa, for a year of simulation. Simulations of relaxation and spectral nudging are compared, with strong or weak nudging, and several different spectral filter length scales. All of the spectral nudging simulations use the 1-D filter nudged once an hour.
Figure 9. Plot of average RMSE of temperature at 500 hPa, at different regridded resolutions, for various simulations using nudging and a control simulation without nudging. All of the spectral nudging simulations use the 1-D filter nudged once an hour.
**Figure 10.** Temporal Fourier spectra for temperature at 500 hPa, for simulations with different nudging period. Soft nudging was applied and the spectral nudging simulations used a filter length scale of $\lambda = 0.1$. 