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Abstract

Thermal expansion of seawater is one of the most important contributors to global sea level rise in the past 100 years. Yet, observational estimates of thermal expansion are sparse, mostly limited to the upper ocean layers, and only a part of the available climate model data is sufficiently diagnosed to complete our quantitative understanding of thermosteric sea level rise (thSLR). In order to support usage of results of the Coupled Model Intercomparison Project Phase 5 (CMIP5), complement observations and enable the development of surrogate techniques to project thSLR, we complete diagnostics of CMIP5 models. We obtain 30% more thermal expansion time series than currently published. We find that upper 700 m (2000 m) observational estimates need to be augmented by 36 ± 9% (15 ± 6%) on average to be considered for a global sea level budget. Half of the total expansion originates from depths below 480 ± 250 m – with the range indicating scenario-to-scenario variations. Lastly, to support the development of surrogate methods to project thermal expansion, we calibrate two simplified parameterisations against CMIP5 estimates of thSLR: one parameterisation is suitable for scenarios where only hemispheric ocean temperature profiles are available, the other, where total ocean heat uptake is known (goodness-of-fit: ±5 and ±9%, respectively).

1 Introduction

Sea level rise due to anthropogenic climate change constitutes a major impact to the world’s coastlines, low-lying deltas and small island states. The climate system is warming and during the relatively well-sampled recent 40 year period (1970–2010) the world ocean stored 30% of the net heating in depths below 700 m (Rhein et al., 2013). As the ocean takes up heat, the thermal expansion of seawater is a major driver behind sea level rise (SLR). This volumetric response of the ocean to temperature changes, to the uptake and redistribution of heat, is expressed by its thermal expansion coefficient.
α (e.g., Griffies et al., 2014) and is due to (nonlinearities of) the thermodynamic properties (potential temperature, Θ, salinity, S, and pressure, p) in the equation of state of seawater density, ρ (e.g., Jackett et al., 2006). Thus, changes in heat fluxes at the sea surface and heat redistribution in ocean’s interior by advection, eddies and diffusion, lead to non-zero temperature differences altering the sea level even if the global mean potential temperature changes equal zero (Lowe and Gregory, 2006; Piecuch and Ponte, 2014). Sea level is often defined as the height of the sea surface relative to the geoid – the surface of equal gravitational potential of a hypothetical ocean at rest – also called the geocentric sea level according to Church et al. (2013a). Thus sea level changes integrate all volume changes of the world ocean.

Aside from thermal expansion, SLR is also induced by changes in ice-sheets as well as glaciers mass and land water storage. Over the last century these mass changes in the ocean (termed “barystatic” sea level changes by Gregory et al., 2013a) together with ocean’s thermal expansion are the main contributors to global mean SLR; some other influences, such as salinity variations associated with freshwater tendencies at the sea surface and redistributed in ocean’s interior have a negligible effect on seawater density and thus global mean sea level changes (e.g., Lowe and Gregory, 2006). In the long term, the mass contribution might become substantially larger than thermal expansion contribution to SLR because of the larger efficiency of land-ice melting for a given amount of heat (Trenberth and Fasullo, 2010). However, simulating the land ice-sheet discharge dynamics, for example from the Antarctic Ice Sheets, still translates into large uncertainties in climate models, since irreversible non-linear processes may be triggered that could alter the sea level rise contribution dramatically (e.g., Joughin et al., 2014; Rignot et al., 2014; Mengel and Levermann, 2014). For the observational record with satellite altimeter data since 1993 the observed and simulated contribution of thermosteric expansion to global mean SLR amounts to 34 and 47 %, respectively (see Table 13.1 in Church et al., 2013a). Up to date, the observed contribution to SLR from thermal expansion is limited in space and time dimensions: available observed long-term (decadal) time series of thermosteric sea level rise (thSLR) are mainly globally-
averaged values using different spatio-temporal interpolation/reconstruction methods and cover the upper 2000 m at maximum (Domingues et al., 2008; Ishii and Kimoto, 2009; Levitus et al., 2012). Observed contributions to thSLR from depths below 2000 m are assumed to increase monotonically and linearly in time (Purkey and Johnson, 2010; Kouketsu et al., 2011).

The objective of the present study is both to complement observed and existing simulated thSLR estimates in a number of ways and to enable the development of surrogate techniques for thSLR projections. We begin by calculating the simulated thermal expansion over the whole ocean depth for a number of CMIP5 models that did not publish those time series yet, after introducing the simulated and observed datasets as well as the method to derive thSLR. Sections 3 and 4 present both the extended CMIP5 thSLR (zostoga) dataset and depth-dependent results that can complement upper ocean layer observations. Sections 5 and 6 investigate hemispheric and global averages of calibrated thSLR mimicking CMIP5 estimates. In Sect. 7 we discuss and summarize our results focussing on the extent the observations might underestimate the contribution to thSLR from depths below the main thermocline.

2 Methods and models

The volumetric response to changes in ocean’s heat budget, the thermosteric sea level, \( \eta_\Theta \), at any horizontal grid point and any arbitrary time step is defined by the vertically integrated product of the thermal expansion coefficient, \( \alpha \), and the potential temperature deviation from a reference state, \( \Theta_{\text{exp}} - \Theta_{\text{ref}} \),

\[
\eta_\Theta(x, y, t) = \int_{-H}^{0} \alpha(\Theta_{\text{exp}} - \Theta_{\text{ref}}) \, dz
\]
where the 3-D thermal expansion coefficient, $\alpha$ is defined by:

$$
\alpha = -\frac{1}{\rho(S_{\text{ref}}, \Theta_{\text{exp}}, p) - \rho(S_{\text{ref}}, \Theta_{\text{ref}}, p)} \frac{\rho(S_{\text{ref}}, \Theta_{\text{ref}}, p) \left(\Theta_{\text{exp}} - \Theta_{\text{ref}}\right)}{\left(\Theta_{\text{exp}} - \Theta_{\text{ref}}\right)}
$$

CMIP5 publishes time series of global mean (0-D) $\eta_{\Theta}$, called zostoga and represents the integral value of ocean’s thermal expansion, $\alpha (\Theta_{\text{exp}} - \Theta_{\text{ref}})$, at each grid point, over the whole ocean volume. For the majority of the fully coupled climate models sea level changes due to net gain of heat need to be diagnosed offline as a result of using the Boussinesq approximation, conserving ocean’s volume and not mass (Greatbatch, 1994). Here, we derive global mean yearly depth profiles of thermal expansion by using $\Theta$ and $S$ prognostics of CMIP5 model simulations in Eq. (2).

In order to derive thermal expansion estimates, thus zostoga, from hemispherically- or globally-averaged vertical temperature profiles, rather than spatial 3-D fields of temperature, salinity and pressure, we use a simplified parameterisation of a thermal expansion coefficient, $\alpha_{1.5}$, as a polynomial of $\Theta$ and $p$:

$$
\alpha_{1.5} = (c_0 + c_1 \Theta_0(12.9635 - 1.0833p) - c_2 \Theta_1(0.1713 - 0.019263p)) + c_3 \Theta_2(10.41 - 1.1338p) + c_4 p - c_5 p^2)1.0 \times 10^{-6},
$$

with $\Theta_0 = \Theta_{\text{exp}}$, $\Theta_1 = \Theta_0^2$ and $\Theta_2 = \Theta_0^3/6000$ and calibration parameters $c_{n=0-5}$; the depth profile, $z$, converts into a pressure profile by $p = 0.0098(0.1005z + 10.5\exp((-1)z/3500)) - 1.0$. This polynomial algorithm simplifies the equation of state of seawater given in Gill (1982), assuming a constant salinity of 35 psu. It has for example been part of the reduced-complexity Model for the Assessment of Greenhouse Gas Induced Climate Change (MAGICC) (Raper et al., 1996; Wigley et al., 2009; Meinshausen et al., 2011). As a first step, we use for each hemisphere, the time-dependent vertical profiles of $\Theta$ from the CMIP5 models to calibrate $\alpha_{1.5}$ by the calibration parameters $c_{n}$ against hemispherically-averaged vertical profiles of $\alpha$ in Eq. (2) (using squared differences as goodness-of-fit statistic).
We name this parameterisation the 1.5-D simplification, as it uses two hemispherically-averaged depth profiles. In addition, we use the CMIP5 data to estimate the zero-dimensional (0-D) thermal expansion coefficient $\alpha_0$. Divided by ocean’s specific heat capacity, reference density and area it gives the “expansion efficiency of heat” (in m YJ$^{-1}$, 1 YJ $\equiv 10^{24}$ J) and allows the comparison of thermal expansion from models with different spatial dimensions (Russell et al., 2000). This constant quantifies the proportionality between global mean thSLR and ocean heat uptake (OHU) (cf. Kuhlbrodt and Gregory, 2012).

We examine a broad range of CMIP5 scenarios, namely the post-industrial climate simulations (historical), the idealized 1% CO$_2$ per year increase (1pctCO2) and the response to abrupt 4×pre-industrial CO$_2$ increase (abrupt4xCO2). But as we aim to provide tools to complement thermal expansion scenarios not directly considered in CMIP5 and to enable the design of surrogate techniques to project thSLR, the focus is on the four scenarios of future change in radiative forcing, namely rcp2.6, rcp4.5, rcp6.0 and rcp8.5. These scenarios specify four greenhouse gas concentration trajectories and representative concentration pathways (rcp), respectively. They are named after a possible range of radiative forcing (in Wm$^{-2}$) in year 2100 relative to values of the pre-industrial control scenario (piControl) (for details see Taylor et al., 2012; Moss et al., 2010, and Table S1). Independent of the model and estimation method, all simulated thermosteric sea level time series, zostoga and temperature time series, are de-drifted by subtracting a long-term linear trend of the corresponding (piControl) scenario for comparison with observational time series (Yin, 2012; Church et al., 2013b). Additionally, we correct the historical time series by adding the suggested trend in thSLR of 0.1 ± 0.05 mm yr$^{-1}$ by Church et al. (2013b) to take into account that the CMIP5 piControl scenario might be conducted without volcanic forcing and thus might underestimate the oceanic thermal expansion in the historical scenario (Gregory et al., 2013b).
3 Extended CMIP5 zostoga dataset

For CMIP5 models that report zostoga, we calculate the RMS-error between published zostoga values and our recalculated values based on the provided $\Theta$ and initial $S$ depth profiles. Averaged over all CMIP5 models and scenarios and normalised by the mean zostoga value the RMS-error amounts to $\pm 1\%$, providing confidence that our 3-D equation of state implementation coincides with those of CMIP5 modelling groups. As not all CMIP5 models that provide $\Theta$ and $S$ also provide zostoga, our recalculated dataset comprises 30 % more time series of zostoga than previously published, available at URL(TBA) (see Table S1 and Fig. 1a).

Our extended dataset implies a maximum thSLR of 40 cm thSLR for the 21st century for the RCPs. The model median and its 90 % confidence interval by the mid- and end of the 21st century indicate that previous CMIP5 multi-model ensemble estimates by Church et al. (2013a) have been robust, despite being based on 30 % less models than used here (Tables 1 and S1). The idealised scenarios due to increasing CO$_2$ reveal a concave thSLR up to 40 cm in 1pctCO2 and a convex sea level rise up to 80 cm in abrupt4xCO2 over the first 100 years.

4 Complementing observations

Our multi-model ensemble median contribution of thermal expansion to the global mean SLR for the period 1993–2010 is 1.1 mm yr$^{-1}$, with [0.8 to 1.4] as 90 % confidence interval. It reproduces the observational estimates listed in Table 13.1 by Church et al. (2013a). Additionally, this table shows that over this time period the number of available models seems to have an influence on the thSLR: based on 70 % of the dataset used here the simulated trend for 1993–2010 is 1.49 mm yr$^{-1}$ [0.97 to 2.02] (cf. Table 13.1 by Church et al., 2013a), thus 13 % higher than both the observational and our estimates. For the upper 700 m, the amplitude of our extended CMIP5 model mean thSLR from 1970s onward amounts to 0.56 $\pm$ 0.03 mm yr$^{-1}$ (Fig. 1b) and is very simi-
lar to the observed arithmetic mean $0.54 \pm 0.02 \text{ mm yr}^{-1}$ of the three individual trends $0.64 \pm 0.02 \text{ mm yr}^{-1}$ (Domingues et al., 2008), $0.45 \pm 0.02 \text{ mm yr}^{-1}$ (Ishii and Kimoto, 2009) and $0.52 \pm 0.03 \text{ mm yr}^{-1}$ (Levitus et al., 2012) (cf. Fig. 13.4 in Church et al., 2013a). Around half of the models underestimate ocean’s thermal expansion in simulations since the warming period of the upper ocean (above 700 m) commenced in year 1971 (Rhein et al., 2013), even after the correction for missing volcanic forcing in the piControl scenario (Gregory et al., 2013b). Nevertheless, the majority of the historical scenarios capture the main volcanic eruptions in the years 1963 (Agung), 1982 (El Chichon) and 1991 (Pinatubo) with a sea level drop 1–2 years later. Generally, differences in the observed and interannual variability suggest that the underlying spatial pattern of interannual thermosteric sea level variability are different Fyfe et al. (2010).

The model median contribution to thSLR from the layer between 700-to-2000 m suggests a slight underestimation of the observational data (Fig. 1c). For ocean depths below 2000 m, the model median trend for the years 1990–2000 of $0.11 \text{ mm yr}^{-1}$ in the historical scenario seems to reliably represent the contribution to thSLR, which Purkey and Johnson (2010) estimated (Fig. 1d). Based on observed and, by assimilating data, reproduced ocean warming occurring at depth below 3000 m Kouketsu et al. (2011) estimate a similar thSLR over a 40 year period; it amounts to 0.10 and 0.13 mm yr$^{-1}$, respectively.

The depth profiles of thermodynamic properties across CMIP5 models are largely aligned with observational profiles of potential temperature, salinity by Roemmich and Gilson (2009) and derived thermal expansion coefficient (Fig. 2 and cf. depth profiles of potential temperatures in the piControl scenario by Kuhlbrodt and Gregory, 2012). The simulated salinity profile shows the observed maximum around 200 m that reflects evaporation zones and a minimum at around 500 m that reflects mode water regions. For depths below 500 m, the model spread of $\Theta$ and $S$ amounts to 2 $^\circ$C and 0.4 psu, respectively. Independent of the model and scenario the global mean thermal expansion coefficient $\alpha$ shows the familiar concave vertical profile (e.g., Griffies et al., 2014) with a minimum around 1500 m (Fig. 2). The minimum global mean climatological value of
\( \alpha \) amounts to \( 1.3 \times 10^{-4} \, ^\circ \text{C}^{-1} \) for the historical scenario and agrees well with the observed one. Averaged over the whole water column \( \alpha \) (\( 1.56 \times 10^{-4} \, ^\circ \text{C}^{-1} \)) compares well with the corresponding value from ocean-only simulations (\( 1.54 \times 10^{-4} \, ^\circ \text{C}^{-1} \), Griffies et al., 2014). In the Northern Hemisphere, \( \alpha \) is 1 % higher than in the Southern Hemisphere because average temperatures tend to be higher above 2000 m in the Northern Hemisphere (not shown). For details in the horizontal and vertical behaviour of \( \alpha \) see e.g. Griffies et al. (2014); Palter et al. (2014).

The median percentage contribution to thSLR from depths below 700 and below 2000 m both clearly depends on the scenario and hence the atmospheric forcing (Fig. 3). The higher the radiative forcing the lower is the contribution from depths below 2000 m and the stronger the warming signal in ocean’s upper layers the more enhanced is the stratification in the upper layers, respectively. The exception is the abrupt4xCO2 scenario where the thermal expansion is confined to 90 % in the upper 700 m in the first 20 years. The idealized experiments are started from equilibrium and underestimate the thermal expansion that should have taken place in the real world’s post-industrial climate (cf. Russell et al., 2000). Thus the initial extreme warming pulse in abrupt4xCO2 sets up a large vertical temperature gradient between surface and deeper water. Mixing and advection erodes this large vertical temperature gradient that after 90 years the contribution below 700 m increased to 33 % and below 2000 m to 7 %. Because the multi-gas scenarios are not started from equilibrium but from year 2006, the trend of the deeper layers contribution over the 21st century is the reverse: At the beginning of the 21st century, it starts at high levels around 40 % (20 %) for depth below 700 m (2000 m) and then decreases because of the warming induced intensified stratification in the upper 700 m. At the end of the 21st century the projected median and its 90 % confidence interval of the percentage contribution to thSLR from depth below 700 m (and below 2000 m) amount to 33 % [22 to 57 %] (and 9 % [2 to 21 %]) for the highest emission scenario (rcp8.5) and to for the lowest emission scenario (rcp2.6) 44 % [31 to 69 %] (and 15 % [4 to 36 %]). The corresponding values for the historical scenario during the reference period for the emission scenarios (1986–2005, Church
et al., 2013a) are 46 % [21 to 77%] (and 22 % [4 to 46%]). Rhein et al. (2013) note that the observed warming signal of ocean’s upper 700 m during 1971 to 2010 seemed to increase the stratification in the upper 200 m by 4 %. During 1971 to 2005 we estimate an increase in the multi-model median contribution to thSLR in the upper 700 m by 8 % (Fig. 3e).

5 The 1.5-D parameterisation

Minimising RMS errors, we obtain 6 calibration parameters $c_n$ for each CMIP5 model. When comparing our extended set of CMIP5 thSLR ($zostoga$) time series with the thSLR time series obtained by using potential temperatures and standard pressure profiles with Eq. (3), we then obtain an average error of ±5 %, ranging in between 1 and 17 % across the CMIP5 model suite (see Table S2). The hemispherically-averaged percentage contributions to thSLR based on the 1.5-D simplified thermal expansion coefficient (Eq. 3) for all seven scenarios compare well with our extended CMIP5 dataset (Fig. 4). The thermal expansion related contribution to SLR from depths below 2000 m is larger in Southern Hemisphere than in Northern Hemisphere and might be due to model dependent mixing rates forming Antarctic bottom water. Strong outliers (values far outside the whiskers and the 90 % confidence interval, respectively) are found in the depth range between 700–2000 m independent of the scenario and spatial averaging, in the depth range of the main thermocline.

6 The 0-D parameterisation

Our findings complement Kuhlbrodt and Gregory (2012) who analysed the “expansion efficiency of heat”, the constant of proportionality between thSLR and OHU, for the 1pctCO2 scenarios and concluded that model differences in the stratification below the main thermocline largely explain the differences between the individual models. Based on the ensemble of 30 %-less CMIP5 models than used here, the constant for
global mean (0-D) time series estimated by Kuhlbrodt and Gregory (2012) amounts to 0.11 ± 0.01 m YJ⁻¹. Our median and its 90 % confidence interval amount to 0.12 m YJ⁻¹ [0.10 to 0.14] as integral over the whole water depths, 0.14 m YJ⁻¹ [0.12 to 0.15] for the upper 700 m and 0.10 m YJ⁻¹ [0.08 to 0.11] below 700 m (Table S3.1). The constant depends on the 3-D-pattern of heat redistribution with the main contribution arising from the upper 700 m. This pattern depends in equal measure on the individual model and on the scenario for a given model (see Tables S3.1 and S3.2).

7 Discussion and summary

With observational estimates being primarily available for the upper ocean layers and non-significant contributions to global mean thSLR from depths below 2000 m during 2005 to 2013 (Llovel et al., 2014), our results show that estimates of thSLR for the upper 700 m have to be augmented on average by 36 ± 9 % (cf. Domingues et al., 2008) and for the upper 2000 m by 15 ± 6 % to be considered for a global sea level budget. In fact, our results indicate that half of the thSLR contributions comes from depths below 480 m in the historical runs and from slightly shallower levels in the future RCP scenarios – averaged across the last 20 years of the scenario period (Fig. 5).

Half of the OHU can be attributed to ~ 100 m deeper layers than of thSLR due to nonlinearities in the seawater equation of state (not shown). Furthermore, our results show that those “half-depths” are deeper in the southern than Northern Hemisphere because the layers above 2000 m are warmer in the Northern Hemisphere and less stratified below the main thermocline than the water masses in the Southern Hemisphere. The recent study by Durack et al. (2014) corroborates the relevance for hemispheric partitioning of model results to adjust for the poor sampling of the Southern Hemisphere’s upper ocean temperature. The depths where the mean of thSLR originates are ~ 100–200 m below the median-depths (Fig. 5). This indicates a positive skewness of the vertical distribution of thSLR because of its long tail towards depths below 700 m with the exception of the historical scenario: For the period 1986–2005 the
amount of thSLR is small compared to the underlying interannual variability because of the internal variability of ocean dynamics. However, all these findings highlight that the contribution to the present and projected thSLR is not predominantly (> 50%) attributable to the layers above the depth of 700 m, the depth most observational based estimated are still limited to (Domingues et al., 2008; Ishii and Kimoto, 2009; Levitus et al., 2012).

Generally, expanding a mass of warm, salty subtropical water is more efficient for a given temperature increase than a mass of cold, fresh subpolar water for the same temperature increase. In upper tropical waters a warming signal persists longer than in upper high-latitude waters due to the weaker, temperature dominated stratification in higher latitudes, except in the Southern Ocean around Antarctica where salinity changes play a fundamental role in determining the strength of stratification (Bindoff and Hobbs, 2013; Rye et al., 2014). Our diagnosis of CMIP5 profiles confirms the large variations in \( \alpha \) due to strong vertical density gradients (see Fig. 2). These strong vertical as well as meridional gradients in the thermal expansion efficiency raise the question whether simplified approaches that collapse either the meridional component (our 1.5-D simplification) or both dimensions (the 0-D approach) are sufficiently reliable. The introduced errors of ±5 and ±9 %, respectively, suggest that the simplifications are sufficiently accurate for long-term SLR projections, when other uncertainties (land ice-sheet response, climate sensitivity or radiative forcing, e.g., Hallberg et al., 2013) tend to dominate the final result.

The Supplement related to this article is available online at doi:10.5194/gmdd-8-1201-2015-supplement.
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**Table 1.** Median and its 90% confidence interval for projections of global mean (0-D) thSLR (in m) in 2046–2065 and 2081–2100 relative to 1986–2005 for the four RCP scenarios.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>scenario</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>historical</td>
<td>0.03 [0.01 to 0.07]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>rcp2.6</td>
<td>0.10 [0.07 to 0.13]</td>
<td>0.14 [0.10 to 0.18]</td>
<td>0.15 [0.10 to 0.20]</td>
<td>0.14 [0.10 to 0.18]</td>
<td></td>
</tr>
<tr>
<td>rcp4.5</td>
<td>0.11 [0.08 to 0.14]</td>
<td>0.19 [0.14 to 0.22]</td>
<td>0.21 [0.15 to 0.26]</td>
<td>0.19 [0.14 to 0.23]</td>
<td></td>
</tr>
<tr>
<td>rcp6.0</td>
<td>0.10 [0.08 to 0.13]</td>
<td>0.20 [0.15 to 0.24]</td>
<td>0.23 [0.17 to 0.27]</td>
<td>0.19 [0.15 to 0.24]</td>
<td></td>
</tr>
<tr>
<td>rcp8.5</td>
<td>0.13 [0.16 to 0.17]</td>
<td>0.27 [0.21 to 0.32]</td>
<td>0.32 [0.25 to 0.39]</td>
<td>0.27 [0.21 to 0.33]</td>
<td></td>
</tr>
</tbody>
</table>
Figure 1. Time series of observed and simulated global mean yearly sea level. (a) Simulated thermosteric sea level (zostoga, in cm) relative to year 1990 for seven CMIP5 scenarios: historical (31/47), 1pctCO2 (19/32), abrupt4xCO2 (17/30), rcp2.6 (18/26), rcp4.5 (27/40), rcp6.0 (13/20), rcp8.5 (27/40); the ratio in brackets indicates the number of models of published (solid lines) zostoga and recalculated (dashed lines) zostoga in this study based on simulated temperature and salinity fields. Bars indicate the thSLR of the four RCP-scenarios in year 2100 relative to year 1900 (see also Table 1). (b) Observed contribution to yearly thermosteric sea level (in cm) of the upper 700 m by Domingues et al. (2008); Ishii and Kimoto (2009); Levitus et al. (2012) relative to year 1961 and corresponding simulated time series of the historical and rcp8.5 scenarios, whereby the solid light (dark) grey lines represent the model mean (median). Observed contribution to yearly thermosteric sea level (in cm) from layers (c) between 700–2000 m by Levitus et al. (2012); Roemmich and Gilson (2009) and (d) below 2000 m by Purkey and Johnson (2010). Corresponding simulated time series are indicated as in (b).
Figure 2. Global mean vertical profiles for all models of historical in year 1900 (upper panels, a–c) and of rcp8.5 in year 2100 (lower panels, d–f): (a) potential temperature (in °C, 0 to 20), (b) salinity (in psu, 32 to 36) and (c) thermal expansion coefficient $\alpha$ (in $10^{-4}$ °C$^{-1}$, 1.2 to 2.8); (d) temperature deviation (in °C, −1 to 5), (e) thermal expansion per layer (in mm m$^{-1}$, −0.2 to 1.2) and (f) thermal expansion coefficient $\alpha$ (in $10^{-4}$ °C$^{-1}$, 1.2 to 2.8). Observed profiles (grey lines) are based on the Argo-data as an average over the period 2005 to 2013, except for the temperature deviation in (d) and corresponding thermal expansion in (e). Model outliers are indicated in (a).
Figure 3. Model median percentage contribution to global mean thSLR for the whole water column from depths below 700 m (light grey) and below 2000 m (dark grey) for the historical (a–f), abrupt4xCO2 (g), and 1pctCO2 (h) scenarios. Bars and whiskers represent the 2.5–97.5 and 5–95% uncertainties of the median, respectively; the central mark of the bar indicates the model median, the asterisk the model mean.
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Figure 4. Whisker plots of percentage thermal expansion from the layers between 700–2000 m, below 700 and below 2000 m, respectively, relative to the total thermal expansion integrated over the whole water column, for seven scenarios. Thermal expansion estimates are derived from Eq. (2) (left bar) and Eq. (3) (right bar) used in simpler climate models (here with the optimized calibration parameters in Table S2) and based on (a) globally, (b) northern and (c) southern hemispherically-averaged vertical potential temperature profiles, followed by a temporal averaging over the entire time series (see Fig. 3). Bars and whiskers represent the 25–75 and 5–95% uncertainties of the median, respectively; the central mark of the bar indicates the model median, the asterisk the model mean. The number of models available for these statistical estimates are crosses on the left of the box, at which crosses above and below the whiskers indicate model outliers.
Figure 5. Depth and SD (in m) where the multi-model ensemble mean (left bar) and median (right bar) of thSLR originates for the four RCP scenarios, as well as the historical scenario and the two idealized CO$_2$-forcing scenarios. Thermal expansion estimates are derived from Eq. (2) based on (a) globally, (b) northern and (c) southern hemispherically-averaged vertical potential temperature profiles, followed by a temporal averaging over the last twenty years (see Figs. 3 and 4). Table S4 summarizes the estimates.