The paper is well written and addresses a relevant scientific question by describing a promising bias correction method, based on quantile mapping (QM) conditioned to regions with similar temporal variability. It is in general well-structured and represents a substantial contribution to the modelling and impacts community.

We appreciate the positive view the reviewer expresses about this version of the manuscript. We have tried to address below the concerns he/she poses about the manuscript. We hope the new version improves the deficiencies pointed out by the reviewer.

Still there are some explanations missing to be able to understand the whole methodology and these explanations may probably answer some of my specific comments. In particular, the regions/clusters are obtained for observations and model independently. I do not understand how the bias correction is trained and applied for each grid box, since the regions are different for each dataset and a grid box may belong to different clusters in both datasets. Thus, how are the calibrated corrections obtained for a region? Which correction is applied to a grid box that belong to different regions in the model and observations?

As correctly guessed by the reviewer, this is a misunderstanding possibly motivated by insufficient or inaccurate explanations of the details of the methodology. We have carefully edited the manuscript to emphasise these details and clarify how the regions are defined.

In summary, the regions to apply the correction are those defined using the WRF-CESM simulation alone. These regions, i.e. the ones shown in the third column of Fig. 2, are the ones that condition the QM correction. As such, there is no ambiguity in the selection of to which region a given grid point belongs. The reason for the application of this approach is that the aim of the regionalisation is precisely to group regions that (mis)behave similarly, so that we correct them in a similar fashion. The alternative approach, i.e. defining regions based on the observations, would naturally lead to regions that although behave similarly in reality, contain grid points which are in principle affected by biases of different nature in the simulation, which is precisely what the condition of QM to regions tries to avoid.

One could ask, if this misunderstanding comes from including in the discussion the regions obtained in the other datasets, why did include them? We did so because, as stated in the introduction, the aim of this manuscript it twofold. Although the regions in these other datasets are not relevant for the application of bias correction, comparing the regions obtained in WRF-CESM and WRF-ERA, and those within the observations serves for validation purposes. It allows us to draw conclusions regarding the confidence we can put on the ability of these simulations to reproduce the precipitation patterns in the complex area of Switzerland.

1) If the cluster classification of the raw model data is used, this classification is based on biased data.

This is indeed the case. The regionalisation is part of the process to remove bias (actually, it is prior to it), therefore it necessarily has to operate on biased data. The regionalisation aims at identifying regions whose precipitation variability is similar, so that we can apply bias correction to such regions coherently. The rationale is that since grid points within a region behave similarly, it makes sense to remove their biases with the same transfer function, because they are arguably affected by the misrepresentation of common physical mechanisms.

A critic of this approach could be that biases might be so prominent that they affect the regionalisation itself, leading to unrealistic/unphysical regions. Fortunately this is not problematic in this case, if this is what the reviewer is arguing. Demonstrating how this is not the case is indeed what the inclusion of the WRF-ERA simulation in this analysis pursues. Figures 2 and 3 compare the results obtained with the regionalisation of WRF-CESM and WRF-ERA. It turns out that, although the former is affected by larger biases (note that WRF-ERA is able to nicely reproduce the annual cycle,
albeit with a consistent wet bias), and the temporal correlation between both runs is negligible (for being CESM a free run), the regions obtained using both datasets present strong similarities. We emphasise this important result in the manuscript:

In summary, the regions identified in both simulations are similar and resemble the orographical barrier imposed by the Alps. This similarity demonstrates that the spatial structure of precipitation regimes are largely independent on the driving dataset.

2) If only the classification for the train/test of the QM based on observations is used, how would be the method applied in a changing climate in which the grid boxes could move to another cluster? We believe this question is related to the misinterpretation of the methodology addressed in previous answers to this reviewer. The regionalisation is actually based on simulated data, as we have tried to clarify above, so it is not bounded to the existence of observational records, which obviously do not exist under climate change conditions.

However, the approach could be extended to consider this scenario. Under climate change conditions it is in principle perfectly possible to repeat the regionalisation for the biased climate change projection. Once the regions are found, the transfer functions can be obtained for such regions using simulated and observed data for a control period, and then apply the correction to the projected precipitation.

Still, although technically possible, more tricky is to answer to what extent this approach would lead to physical or meaningful results. In the opinion of the authors, the limitations and uncertainties that such a methodology could pose are in line with the raised concerns (now more extensively discussed in the manuscript after the suggestions of this reviewer) about the application of bias correction techniques in a climate change context.

3) Can one relate those “objective” clusters to e.g. hydrological catchments relevant for impact studies?

We have tried to relate through the discussion of the results in Section 4.1 the main features of the regions in relation to the most prominent physical characteristics of this area, as they lead to the most clear agreements between the regions found across datasets. Although a more detailed analysis of the precipitation regions, and how they can be related to actual hydrological catchments, could be in principle carried out in this context, it is in our opinion beyond the scope of this manuscript. We believe we should limit ourselves here to the development of the proposed methodology and the validation of two simulations, rather than tackling as well the analysis of the spatio-temporal variability of precipitation and how it relates to hydrological features of Switzerland.

4) How does the different number of grid boxes in each cluster affect the results? The authors may include the number of grid boxes per region in Fig.2.

This is an interesting suggestion. We have created a new table (Table 2) with the number of grid points per region. In principle, having fewer grid points leads to transfer functions not so efficiently estimated by the finite sample. However, as the sample consists of pooling all grid points that belong to the same region for the whole period, the number of data points that contribute to the estimation of the quantile-quantile curve that is responsible for the correction is large, i.e. \#days within a month in the period 1979-2005 × #grid points per region. For instance, 48600 pairs of numbers populate the smallest region (Region #6 in WRF-CESM in Winter, with 60 grid points), and this number of much larger in general. We have noted this in the main text (beginning of Section 4.1).

A further concern is if the authors checked differences/improvements with respect to standard QM (without conditioning to regions). Some discussion about this would be appreciated.

We have included now a comparison with a simpler method. In particular, we introduce and discuss the results by Felder et al. (2018), being a study which applies a bias-corrected version of the simulations we present here, but carried out with a simpler method. The authors briefly evaluate the model (that study focuses on impacts, and includes several types of models), and the published figures in that reference demonstrate the modest improvement achieved with basic quantile mapping. The study by Felder et al. (2018), which is co-authored by several researchers in the present study, was under review at the time of submitting this manuscript, but it is now published and accessible online, and it can be regarded as the main motivation to develop the new methodology we present here. Therefore, we have included various references to this work in the discussion of the results through the new version of the manuscript.
Here I list some specific comments and typos, giving the page and line numbers.

Specific comments:
P1 L6 “minimise disturbances to the physical consistency” -> not clear; please rephrase or elaborate.

We have rephrased this sentence, as marked in the document that highlight the differences. In the following, we do not discuss in detail the changes, but we invite the editor/reviewer to check such document to evaluate if the changes satisfy the reviewer queries.

P1 L16 which variables? So far only precipitation was mentioned (also in the title). If the clustering depends on the variable, why does the method preserve the physical consistency among variables more than the standard QM?

We restrict the sentence to precipitation.


This reference has been included and commented.

P3 In the review of bias correction methods, the authors may consider the following paper, with some similarities from a technical point of view, where the bias correction is conditioned to circulation types: Wetterhall, F., Pappenberger, F., He, Y., Freer, J., and Cloke, H. L.: Conditioning model output statistics of regional climate model precipitation on circulation patterns, Nonlin. Processes Geophys., 19, 623-633, https://doi.org/10.5194/npg-19-623-2012, 2012.

This reference has been included and commented.

P3 L15 After this paragraph I suggest to include a sentence mentioning the implications in the climate change context, something like “As a consequence, the climate change signal might be unrealistically modified”, as stated e.g. by:


Such sentence and references have been included.

P3 L16-20 The authors may consider the above paper (Rajczak and Schar 2017) to update that summary of previous works.

This reference has been included.

P3 L20-21 what do the authors mean with “similar”? different model version? Parameterizations?

We refer to what the authors show in this publication: same model configuration, just different spatial resolution. We have edited the text accordingly.

P3 L16-25 I would suggest to move the entire paragraph before the previous one, in which bias correction is introduced, since it reads better after line 3 and here it is again about previous studies in which bias correction is not applied. Also the final lines of the paragraph (23-25) are more or less repeating what it is already said in P2 L34.

We agree with this suggestion, so we have swapped the paragraphs.

P5 L24 Is there a reason for using 27 years instead of e.g. 30?

The reason is availability of global data to drive the RCM simulations. The ERA-Interim and CESM runs span different periods of time, but for comparison and validation purposes we focus the analysis on the overlap of both datasets. The ERA-Interim period starts in 1979, therefore this provides the lower bound. The CESM simulation runs up to 2005 (starting in 1850), which provides the upper boundary. We have carefully rephrased this in section 2.5 to explain this detail. The WRF-ERA simulation is actually longer, but we did not include the 2006-2013 period for consistency with WRF-CESM.

P7 L7 I suggest to add “smoothes out the transfer functions prior to the correction”.
We modified the text accordingly.

P7 L9 Until now it is not clear which is the analysis domain, the title says Alpine region, simulations are performed for the Alpine region but observations are available for Switzerland. Please consider to mention Switzerland explicitly in the experimental design and title.

We acknowledge that the difference between the area that is downscaled (the entire Alpine area) and the one we analyse in detail due to available observations (Switzerland) was not clear enough in the first version of the manuscript. Therefore, we have emphasised this difference in the new version in sections 1, 2.4 and 6.

Regarding the title, we believe that including “Switzerland” in it seems to artificially limit the scope of our analysis, as both the simulations we present here, as well as the bias correction techniques, are not limited to this country. Therefore, we have opted for “A new region-aware bias correction method for simulated precipitation in areas of complex orography”

P7 L16 As mentioned before, the authors mention the preservation of physical consistency. My question now is how coherent is the method in a multivariate case? I guess a different division in clusters would be performed for each variable. Can the authors comment something on this?

We have adjusted the sentence to limit the scope of what physical consistency is meant here. As we are dealing with a single variable, breaking the physical consistency would imply in this context that we correct the precipitation in a way that it breaks down the spatial and temporal structure of variability of this single variable. For instance, corrections could smooth out differences in precipitation in opposite sides of a mountain, therefore destroying part of the added value of the high-resolution simulation, or even breaking conservation laws (of mass, in this case) implicit in the simulation.

P7 L21 “varies per season” why seasonally? In section 3 it is said that the method is applied for each month, thus one expect to have different clusters at the monthly scale.

The reviewer is right, and this is a detail that was not very clearly explained in the first version of the manuscript. The correction is indeed applied to each month separately to efficiently account for the annual cycle. Therefore, in principle the regionalisation, which is a prerequisite for obtaining the transfer functions that conform the correction, should be carried out on a monthly basis as well. However this has some drawbacks. First, the computational cost of the clustering is relatively high: 3 \times 12 regionalisations should be carried out, each of which including a previous EOF analysis and the clustering of the resulting temporal series of principal components. Second, it leads to 36 maps that we should show and analyse. But eventually, the details that these 36 maps provide are limited, as there exist great redundancy across the annual cycle, because months that belong to the same season behave similarly in terms of precipitation. Having this into account, we decided to apply a simplification that consists of performing the regionalisation on a seasonal, rather than a monthly basis, and then using the same regions for the three months within each season. This simplification does not impact the outcome of the correction, while it optimises the computational cost and reduces by a factor of 3 number of maps needed to show and have into consideration to discuss the similarities and differences among datasets and through the annual cycle that is supported by Fig. 2. Therefore, we have added a whole new paragraph to Section 3:

We note that the application of this methodology implies a previous regionalisation of the series for each month separately, which in general involves notable computational cost. Further, months belonging to the same season behave similarly, so that the resulting regions are hardly distinguishable and the analysis presents some level of redundancy. For these reasons, we propose a simplified form of the methodology, which we apply hereafter, and consists of carrying out the regionalisation on a seasonal basis. Once identified, these regions can be regarded as representative and common for the three months within each season, so that the final correction can be applied on a monthly basis.

P8 L13 The authors mention several times the insufficient effective resolution of the observations, what about the effective resolution of the simulations? The authors should include it in the discussion as well.

Perhaps “insufficient” is not an appropriate term here, as it suggest an absolute measure. In this part of the manuscript we compare the results obtained from the WRF simulations with the observational product, and try to attribute the differences to physical mechanisms. The difference in the spatial
resolution is an obvious candidate, as the effective resolution of the gridded product acknowledged by its authors is about one order of magnitude lower than the one implemented in both simulations. The "effective resolution" in RCM simulations is difficult to establish, but it is generally accepted to be between 2 and 4 times larger than the spatial resolution, depending on the variable (Pielke Sr, 2013). Therefore, the spatial resolution of the gridded product is lower than the one in the simulations, and precludes it from capturing the finer orographic features of the domain of study, especially over mountain tips, which in turn can be resolved to a generally larger extent by the simulations presented in the manuscript. Therefore, a word that suggest the comparison of relative measures is perhaps more adequate. We have rephrased this sentence and included the comment about effective resolution of RCMs accordingly.

P8 L15-35 The authors should motivate better the correlation analysis in Fig.3. I do not see the point of this analysis, especially since the clusters are built in a way that the differences among clusters are maximized. Moreover, the clusters are different in each dataset, so there is not a clear correspondence. This lack of correspondence is only mentioned and resolved in Fig.4.

The aim of the correlation analysis is to provide a quantitative assessment of the level of similarity/dissimilarity among regions. Note that the regionalisation step will always produce a number of regions, but how different these regions really are is something that can not be answered by looking at Fig. 2 alone. The correlation analysis shown in Fig. 3 tries to overcome this caveat by providing numbers that allow to better judge objectively the coherence of the regions.

We have rephrased this introductory paragraph to motivate better this analysis.

P9 L31 “averaged over Switzerland” Given the differences in the annual cycle among the regions, the authors may consider doing this analysis per cluster, based on the observations or the WRF-ERA classifications.

Although we believe the reviewer makes here a valuable suggestion, we have been carefully considering how to account for it. Finally we have decided to leave the figure as is for a number of reasons, including:

- It is not clear which regions we should use. Figure 2 shows how each dataset leads to three possibilities, and they are all in principle equally valid for such an analysis. Should we consider and show all possible variations?

- For each dataset, the regions vary through the annual cycle. Should we change the way the average is calculated through the annual cycle? This would complicate the way the results have to be read.

- Considering all possibilities and showing them, we would end up with a very complex figure with tens of bars which would make the reading and interpretation of the figure difficult.

- The aim of this figure is to illustrate, in general terms, how precipitation varies through the annual cycle across datasets. The point of the figure is to show the consistent overestimation of precipitation in WRF-ERA, as well as the seasonality issues of WRF-CESM. For a spatially disaggregated version, that illustrates the different behaviour across the domain, the reader can get further insight in Figure 6.

- We believe it is important achieve a certain level of consistency with similar studies that facilitates their inter-comparability. In this regard, Figures 5 and 6 are, in their current shape, easily comparable to similar results in other references suggested by the reviewers, as indeed we do in the new version of the manuscript (e.g. Torma Csaba et al.; Fantini et al.). Changing this would difficult or make imposible such a comparison.

P10 L1-8 The underestimation of precipitation in the Ticino during autumn is worth to mention. Can the authors give a reason for this?

We have discussed this issue through personal communication with other researchers working with WRF in the same target region. They have also found a negative precipitation bias over Ticino in summer, and they traced it to a negative moisture bias in the lowest layers. However, to thoroughly test this, we would need to step by step check if WRF represents all processes detailed below correctly, in a comprehensive analysis of this bias and its causes which is beyond the scope of the manuscript. Still, we have included a brief discussion of the possible causes in the main text.
Isotta et al. (2014) show that in the region of Ticino up to 70% of the yearly precipitation accumulation is due to the top 25% of the wet days, so it is sensible to assume that the bias stems from high to extreme precipitation events. In Ticino these heavy precipitation events are driven by the transport of moist and potentially unstable (moist neutral stratification) air masses against the Alps from the south (Martius et al., 2006; Froidevaux and Martius, 2016). Locally, the vertical shear between south-easterly flow near the surface and southerly to southwesterly above 850 hPa leads to moisture convergence and repeated formation convective cells (Panziera et al., 2015). On an even more local scale, strong vertical shear can result in small-scale circulation that results in local precipitation maxima (Houze et al., 2001). Therefore if the RCM fails to capture any of these local and highly driven by the orography processes properly, it will result in an underestimation of the precipitation.

P10 L12 The authors should also explicitly mention in the methods how the precipitation frequency is adjusted by this method (relevant for the interpretation of Fig. 7). Standard QM is able to correct for a higher frequency of wet days in the model, but the opposite problem (here shown in Fig. 7, winter) could be corrected by applying the frequency adaptation, otherwise an overestimation of the wet day frequency is found in the corrected data. See: Themeßl, M.J., Gobiet, A. & Heinrich, G. Empirical-statistical downscaling and error correction of regional climate models and its impact on the climate change signal. Climatic Change (2012) 112: 449. https://doi.org/10.1007/s10584-011-0224-4

We do not use frequency adaptation techniques. This indeed leads to the wet bias in the corrected precipitation in winter, as pointed out by the reviewer. We now explicitly acknowledge this limitation and point out how it could be a suitable solution to this bias.

P12 L4 Why are the temporal correlations lower in autumn? This may be related to the way the corrections are trained and applied.

This is motivated by the variability of biases within this season, and is related to the cancellation of biases in the intermediate seasons further discussed in response to reviewer #2 in the context of Fig. 7. The figure below shows the dispersion map of the raw versus corrected series in a single grid point where correlation is low (i.e. a grid point within one of the red spots in Fig. 8). For each season, the points line up around three different curves, which are the transfer functions for each of the months within the season. The large spread Autumn (orange) is evident, especially when compared to the homogeneity of the three hardly distinguishable curves for winter (blue) and summer (red). This spread deteriorates the linear relationship between raw and corrected data, and therefore reduces the correlation. Although we do not show this figure in the manuscript for the sake of brevity, we have introduced a short explanation of this effect in the main text.

![Bias correction](image-url)
P22 Fig.4 The decimal dots are missing in the labels of the Taylor diagram. And more important than that, it is completely unclear to me what is shown by the angular scale (azimuthal angle). I would expect to have represented there correlation values but that legend must be something else. Please explain in the caption how this should be interpreted.

This is a standard Taylor diagram, where the angular scale represents correlation. The missing points (and labels!) were not missing in our original manuscript. Unfortunately some technical issue in the conversion to produce final uploaded document seems to have removed some of the information in the figure. We include below the figure as it was supposed to be included in the manuscript.

We believe this figure does not lead to the issues raised by the reviewer, and certainly we will be more careful in the final submission.

Technical corrections:
All technical corrections have been implemented as suggested by the reviewer.
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