Modeling extreme precipitation over East China with a global variable-resolution modeling framework (MPASv5.2): Impacts of resolution and physics
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Key points:
1. MPAS simulations at global uniform and variable resolutions share similar characteristics of precipitation and wind in the refined region.
2. Numerical experiments reveal significant impacts of resolution on simulating the distribution and intensity of precipitation and updrafts.
3. Study provides evidence supporting the use of convection-permitting global variable-resolution simulation for studying extreme precipitation.
Abstract

The non-hydrostatic atmospheric Model for Prediction Across Scales (MPAS-A), a global variable-resolution modeling framework, is applied at a range of resolutions from hydrostatic (60 km, 30 km, 16 km) to non-hydrostatic (4 km) scales using regional refinement over East Asia to simulate an extreme precipitation event. The event is triggered by a typical wind shear in the lower layer of the Meiyu front in East China during 25-27 June 2012 of the East Asian summer monsoon season. The simulations are evaluated using ground observations and reanalysis data. The simulated distribution and intensity of precipitation are analyzed to investigate the sensitivity to model configuration, resolution, and physics parameterizations. In general, simulations using global uniform-resolution and variable-resolution meshes share similar characteristics of precipitation and wind in the refined region with comparable horizontal resolution. Further experiments at multiple resolutions reveal the significant impacts of horizontal resolution on simulating the distribution and intensity of precipitation and updrafts. More specifically, simulations at coarser resolutions shift the zonal distribution of the rain belt and produce weaker heavy-precipitation centers that are misplaced relative to the observed locations. In comparison, simulations employing 4 km cell spacing produce more realistic features of precipitation and wind. The difference among experiments in modeling rain belt features is found mainly due to the difference of simulated wind shear formation and evolution during this event. Sensitivity experiments show that cloud microphysics have significant effects on modeling precipitation at non-hydrostatic scales, but their impacts are relatively small compared to that of convective parameterizations for simulations at hydrostatic scales. This study provides the first evidence supporting the use of convection-permitting global variable-resolution simulations for studying and improving forecasting of extreme precipitation over East China, and motivates the need for a more systematic study of heavy precipitation events and impacts of physics parameterizations and topography in the future.
1. Introduction

Extreme precipitation receives great attention because of its potential for generating flood, landslide, and other hazardous conditions. East China, occupied by more than 70% of the total population of China, is one of the areas with the most frequent intense extreme precipitation around the world (Zhai et al., 2005; Li et al., 2016). The socioeconomic development in regions such as the Yangtze River Delta region (YRD) in East China is remarkably vulnerable to extreme precipitation, making accurate forecast of extreme precipitation of great importance. The spatiotemporal variations of extreme precipitation over East China and their possible causes and underlying mechanisms have been investigated in many previous studies using observations and models (e.g., Ding et al., 2008; Zhang H. et al., 2011; Li et al., 2013; Zhang Q. et al., 2015, 2017; Hui et al., 2015; Liu et al., 2015; Li et al., 2016; Lin and Wang, 2016; Zhao et al., 2016; Zheng et al., 2016). Zhang et al. (2017) established a relationship between the western North Pacific subtropical high (WNPSH) and precipitation over East China and explored the underlying processes. Liu et al. (2015) analyzed data from the meteorological stations in East China and found significant increases in heavy precipitation at both rural and urban stations during 1955-2011. This enhanced precipitation intensity in East China has been partly attributed to localized daytime precipitation events (Guo et al., 2017). Recently, a regional climate model was used to simulate the regional climate extremes of China and noted large sensitivity of the simulated summer heavy precipitation over East China to the choice of cumulus parameterizations (Hui et al., 2015).

Numerical modeling is an important tool for understanding the underlying mechanisms of extreme precipitation and predicting precipitation characteristics that contributes to environmental impacts. Although precipitation modeling has improved in the last decades, accurate prediction of extreme precipitation remains challenging because of the multiscale nonlinear interactions of processes that generate heavy rainfall (Fritsch et al., 2004; Zhang et al., 2011; Sukovich et al. 2014). Although not a panacea for weather and climate modeling (NRC, 2012), previous studies suggested that increasing grid resolution could significantly improve modeling of extreme precipitation because the impacts of topography, land-use, land-atmosphere interaction, and other important processes are better resolved (e.g., Giorgi and Mearns, 1991; Giorgi and Marinucci, 1996; Leung et al., 2003; Bacmeister et al. 2014; ECMWF2016). With advances in computing and numerical modeling, convection-permitting modeling offers even more hope for reducing biases in simulating precipitation as convection and the strong vertical motions that are key to generating extreme precipitation are more
explicitly resolved (Pedersen and Winther, 2005; Déqué et al., 2007; Gao et al., 2017; Yang et al. 2017; Prein et al., 2015, 2017). Previous studies suggested that convection-permitting modeling is needed for more accurate prediction of the timing, distribution, and intensity of extreme precipitation events over China (e.g., Zhang et al., 2013; Xu et al., 2015).

Most studies of convection-permitting simulations have adopted non-hydrostatic regional models developed for weather forecasting or regional climate modeling (Prein et al. 2015). Global models capable of simulating non-hydrostatic dynamics are not as common as regional models, but they offer some advantages including the ability to provide global forecasts or simulations while avoiding numerical issues associated with lateral boundary conditions that are major sources of uncertainty in regional modeling and also limit regional feedback to large-scale circulation (e.g., Giorgi and Mearns, 1999; Wang et al. 2004; Laprise et al., 2008; Leung 2013; Prein et al. 2015). Non-hydrostatic global-variable resolution models, in particular, are useful as they allow convection-permitting simulations to be performed using regional refinement that significantly reduces computational cost compared to global convection-permitting modeling. Although global hydrostatic variable-resolution climate models, such as the variable-resolution version of Community Earth System Model, have been used in various applications in the last few years (e.g., Rauscher et al., 2013; Zarzycki et al., 2014, 2015; Rhoades et al., 2016; Huang et al., 2016; Wu et al., 2017; Gettelman, et al., 2018; Wang et al., 2018; Burakowski et al., 2019), so far few studies used global non-hydrostatic variable-resolution models to investigate weather or climate simulations, particularly at convection-permitting scales (e.g., Prein et al., 2015). This study explores the use of a non-hydrostatic global variable resolution model, the Model for Prediction Across Scales (MPAS) for modeling an extreme precipitation event in East China.

MPAS is a new multiscale modeling approach developed to take advantage of advances in mesh generation by employing the spherical centroidal Voronoi tessellations (SCVTs) (Du et al. 1999; Ringler et al. 2008). The SCVTs in MPAS enable local mesh refinement through the mesh generation process where a specified scalar density function determines higher and lower resolution regions in the mesh (see, e.g., Ju et al. 2011). Meshes can be configured with multiple high-resolution regions, and high resolution in one region does not need to be balanced by coarser resolution elsewhere. The underlying theory of SCVTs is robust concerning mesh properties and mesh generation. The atmospheric solver in MPAS (Skamarock et al, 2012) integrates the non-hydrostatic equations, and as such it is suitable for both weather and climate simulation, i.e. for both nonhydrostatic and hydrostatic flow simulation. MPAS has been evaluated and used in previous studies for investigating the resolution impact on modeling.
clouds and precipitation (O’Brien et al., 2013; Zhao et al., 2016), the structure of the inter-tropical convergence zone (ITCZ) (Landu et al., 2014), precipitation extremes (Yang et al., 2014), atmospheric river frequency (Hagos et al., 2015), the position and strength of the eddy-driven jet (Lu et al., 2015), global atmospheric predictability at convection-permitting scales (Judt, 2018), and regional climate modeling (Sakaguchi et al., 2015, 2016). Except for Zhao et al. (2016) and Judt (2018), the aforementioned studies used a hydrostatic version of MPAS applied at resolutions ranging from ~25 km to 200 km.

To date, few studies have examined the MPAS performance in modeling extreme precipitation events, particularly at grid scales of ~10 km or less. In this study, we examine the MPAS performance in simulating a heavy precipitation event over the YRD region of East China and investigate its sensitivity to horizontal resolution and physics parameterizations. A heavy precipitation event that occurred on June 25-27 of 2012 over the YRD region of East China is selected as it is one of the ten heaviest precipitation events in 2012. This rainfall event was triggered by a typical southwest vortex in the middle and high troposphere and wind shear in the lower layer of Meiyu front over East China during the East Asian summer monsoon (e.g., Xiang et al., 2013; Yao et al., 2017), initiated around 1200 UTC of 25 June. Most (more than two third) of heavy precipitation events over East China were caused by wind shear associated with the Meiyu front in recent decades (Yao et al., 2017). During this period, a heavy precipitating system propagated along the Yangtze River and produced as much as 244 mm of precipitation in 24 hours at some locations. The continuous precipitation led to 17 deaths and about RMB 3.68 billion in total damage, and affected more than 685 million people in the provinces of Central and East China. Simulations are performed using MPAS (v5.2) with different cumulus and microphysics schemes. We first compare simulations produced using a global mesh with uniform resolution and a global variable resolution mesh with a refined region that has the same resolution as that of the global uniform mesh. The goal is to demonstrate the fidelity of global variable resolution modeling relative to the more computationally expensive global high-resolution modeling approach in regions that share the same horizontal resolution. The impacts of resolutions at hydrostatic scales (with convective parameterizations) and non-hydrostatic scales (i.e., convection-permitting scales with convection processes largely resolved) are also examined. The MPAS simulations are evaluated against weather station observations from the National Meteorological Information Center of the China Meteorological Administration (CMA). In addition, the modeling results are also compared with the forecasts produced by the Global Forecast System (GFS) of the National Centers for Environmental Prediction (NCEP).
The rest of the paper is organized as follows. Section 2 describes briefly the MPAS model, the physics parameterizations, and the model configuration for this study, followed by a description of data for evaluation. The series of global uniform and variable resolution experiments are analyzed in section 3. The findings are then summarized in section 4.

2. Data and methodology

2.1 Model and experiments

2.1.1 MPAS-Atmosphere (MPAS-A) model

This study uses a fully compressible non-hydrostatic model (MPAS v5.2) developed for weather prediction and climate applications. The non-hydrostatic dynamical core of MPAS is described in Skamarock et al. (2012). MPAS uses C-grid staggering of the prognostic variables and centroidal Voronoi meshes to discretize the sphere. The unstructured spherical centroidal Voronoi tessellation (SCVT) generation algorithms can provide global quasi-uniform resolution meshes as well as variable-resolution meshes through the use of a single scalar density function, hence opening opportunities for regional downscaling and upscaling between mesoscales and non-hydrostatic scales to hydrostatic scales within a global framework. The vertical discretization uses the height-based hybrid terrain-following coordinate (Klemp, 2011), in which coordinate surfaces are progressively smoothed with height to remove the impact of small-scale terrain structures. The dynamical solver applies the split-explicit technique (Klemp et al., 2007) to integrate the flux-form compressible equations. The basic temporal discretization uses the third order Runge-Kutta scheme and explicit time-splitting technique (Wicker and Skamarock, 2002), similar to that used in the Weather Research and Forecasting (WRF) model (Skamarock et al., 2008). The scalar transport scheme used by MPAS on its Voronoi mesh is described in Skamarock and Gassmann (2011), and the monotonic option is used for all moist species. The extensive tests of MPAS using idealized and realistic cases verify that smooth transitions between the fine- and coarse-resolution regions of the mesh lead to no significant distortions of the atmospheric flow (e.g., Skamarock et al., 2012; Park et al., 2013).

In the current version (v5.2) of MPAS, there are a few physics schemes available. Three convective parameterizations can be used. The Kain-Fritsch (KF, Kain, 2004) and the new Tiedtke (NTD, Bechtold et al., 2004, 2008, 2014) schemes represent both deep and shallow convection using a mass flux approach with a convective available potential energy (CAPE) removal time scale (Kain, 2004). The third one, the GF scheme (Grell and Freitas, 2014), is
based on the Grell-Devenyi ensemble scheme (Grell and Devenyi, 2002) using the multi-
closure, multi-parameter, ensemble method but with improvements to smooth the transition to
cloud-resolving scales following Arakawa et al. (2011). This scale-awareness is critical for
global variable resolution simulation across hydrostatic (e.g., tens of km) and non-hydrostatic
scales (e.g., 4 km). Fowler et al. (2016) implemented the GF convective parameterization in
MPAS and examined the impacts of horizontal resolution on the partitioning between
convective-parameterized and grid-resolved precipitation using a variable-resolution mesh in
which the horizontal resolution varies between hydrostatic scales (~50 km) in the coarsest
region of the mesh to non-hydrostatic scales (~ 3 km) in the most refined region of the mesh.
For cloud microphysics, the WSM6 (Hong and Lim, 2006) and Thompson (Thompson et al.,
2008) schemes, both of which are bulk microphysical parameterizations, are selected and
compared. Both schemes include six hydrometeor species: water vapor, cloud water, rain,
cloud ice, snow, and graupel (Gettelman et al., 2019). The WSM6 scheme is a one-moment
prognostic parameterization, while the Thompson scheme includes a two-moment prognostic
parameterization for cloud ice and the single-moment parameterization for the other
hydrometeor species. The two schemes apply the same formula of gamma distribution of
hydrometeor species: \( N(D) = N_0 D^\mu e^{-\lambda D} \), where \( D \) is the particle diameter, \( N_0 \)
is the intercept parameter, \( \mu \) is the shape factor, and \( \lambda \) is the slope parameter, although the parameter values or
functions vary in the two schemes. The mass-size relationship in WSM6 and Thompson is also
expressed in the same formula as \( m(D) = a D^b \). The mean falling speed is calculated as
\( V(D) = c D^d (\frac{\rho_v}{\rho})^{0.5} \) in WSM6 and \( V(D) = c D^d (\frac{\rho_v}{\rho})^{0.5} \exp(-fD) \) in Thompson, respectively
(Hong and Lim, 2006; Thompson et al., 2008). In the formula, the WSM6 scheme assumes a
power-law fit between terminal velocity and particle size as Locatelli and Hobbs (1974), while
the Thompson scheme incorporates an exponential decay parameter to allow for a decrease in
falling speed with increasing size (Molthan et al., 2012). Two options are available for
representing the planetary boundary layer (PBL) processes, the Mellor-Yamada-Nakanishi-
Niino (MYNN) scheme (Nakanishi and Niino, 2006 and 2009) and the YSU scheme (Hong et
al., 2006; Hong 2010). This study used the MYNN scheme for the PBL processes. The Noah
scheme (Chen and Dudhia, 2001) and the RRTMG scheme (Mlawer et al., 1997; Iacono et al.,
2000) were implemented, respectively, for the land surface and radiative transfer processes.

2.1.2 Numerical experiments
In this study, the height coordinate of MPAS is configured with 55 layers, and the model top is at 30 km. Multiple experiments are conducted with MPAS using quasi-uniform resolution meshes and variable resolution meshes. Two quasi-uniform resolution meshes and three variable resolution meshes are configured, similar to those shown in Figure 1a and b that are coarsened to display the structure of the individual mesh cells. The quasi-uniform mesh has essentially the same mesh spacing globally, while the variable resolution mesh has finer mesh spacing in the refined region with a transition zone between the fine and coarse resolution meshes. More details about the mesh generation can be found in Ringler et al. (2011). The two quasi-uniform meshes have grid spacing that approximately equals to 15 km (U15km) and 60 km (U60km). The three variable resolution meshes feature a circular refined high-resolution region centered over East China as shown in Figure 1c. Figure 1c shows the exact mesh size distribution of the 4-60km variable resolution mesh (V4km) that has a refined region with grid spacing of approximately 4 km, and the mesh spacing gradually increases through a transition zone to approximately 60 km for the rest of the globe. The other two variable resolution meshes (V16km and V30km) have a similar mesh structure as the V4km mesh but with a mesh spacing of 16 km and 30 km, respectively, over the refined region that gradually increases to 128 km and 120 km, respectively, elsewhere.

Experiments U15km and V16km are compared to examine the difference between global uniform and variable resolution simulations in capturing the precipitation in the refined region, in order to explore the potential of regional refinement for regional weather and climate simulation. It is noteworthy here that the U15km mesh comprises ~2.5 million cells and the V16km mesh only comprises ~0.11 million cells. The difference in the number of mesh cells leads to a difference in computational and storage demand. With the TH-2 supercomputer of National Supercomputer Center in Guangzhou (NSCC-GZ), it takes ~9000 CPU hours and ~240 CPU hours to finish a one-day simulation for U15km and V16km, respectively. In addition, with the standard MPASv5.2, the sizes of output data per one-day simulation for U15km and V16km are 0.5 T and 0.02 T, respectively. The same time step of 60 second is used for physics and dynamics for both U15km and V16km simulations. In order to investigate the potential impact from physics parameterizations, two available convective parameterizations (GF and NTD) are used for each experiment with the two meshes. Two cloud microphysics schemes (WSM6 and Thompson) are also tested, but the precipitation differences in the U15km and V16km experiments are small. Therefore, only the results using WSM6 with two different convective parameterizations are shown in this study for the two meshes (U15km.NTD, U15km.GF, V16km.NTD, and V16km.GF).
The U60km, V30km, V16km, and V4km experiments are conducted to quantify the impacts of horizontal resolution on simulating precipitation characteristics. The numbers of grid cells in the U60km, V30km, V16km, and V4km meshes are ~0.16 million, 0.10 million, ~0.11 million, and ~0.8 million, respectively. Difference in the number of cell and minimum cell size also leads to a difference in computational and storage demand. With the TH-2 supercomputer of NSCC-GZ, it takes ~200 CPU hours, ~150 CPU hours, ~240 CPU hours, and ~1800 CPU hours to finish a one-day simulation for U60km, V30km, V16km, and V4km meshes, respectively. In addition, with the standard MPASv5.2, the sizes of output data per one-day simulation for the four meshes are 0.03 T, 0.02 T, 0.02 T, and 0.15 T, respectively. The time steps used for physics and dynamics for the four meshes are 300 seconds, 120 seconds, 60 seconds, and 20 seconds, respectively.

As discussed above, GF is the only convective parameterization that has been tested with scale-aware capability for using across the hydrostatic (e.g., tens of km) and non-hydrostatic scales (e.g., 4 km). Therefore, in order to investigate the difference among the experiments with the four meshes (U60km, V30km, V16km, and V4km), they are all conducted with the GF convective parameterization. Since the cloud microphysics has significant impact on the V4km simulations (discussed latter), the experiments of V4km with both WSM6 (V4km.WSM6) and Thompson (V4km.Thompson) cloud microphysics schemes are analyzed in this study. When examining the difference between the global uniform and variable resolution simulations and investigating the impact of mesh spacing, the same physics schemes and parameter values are used in multiple experiments if not specified explicitly. All the numerical experiments discussed above are summarized in Table 1.

Due to the large computing cost and data storage of the experiments conducted, particularly for the U15km and V4km experiments, this study does not perform ensemble simulations. Instead, the bootstrapping statistical analysis is used to test the statistical significance of the difference among multiple experiments investigated in this study. The bootstrap method uses resampling technique to extract certain samples, called bootstrap samples, within the range of the original data. Statistical metrics, such as averages, variances, correlation coefficient, can be calculated for each bootstrap sample. For a given confidence level (e.g., 95%), bootstrap confidence intervals of specific statistical metric can be estimated (e.g., Efron, 1992; Efron and Tibshirani, 1994).

To simulate the heavy precipitation event that occurred during June 25-27 of 2012 over the YRD of East China, all the MPAS experiments were initialized at 0000 UTC of 23 June 2012 to allow appropriate spin-up time, and the modeling results for 25-27 June 2012 are
analyzed. The simulations were initialized using the analysis data at 1° horizontal resolution at 0000 UTC of 23 June 2012 from the Global Forecast System (GFS) of National Center for Environmental Prediction (NCEP), the same as that used by the GFS forecast for the period. The sea surface temperature (SST) is also prescribed the same as that used by the GFS forecast for the period. This way, the MPAS simulation results can also be compared against the GFS forecast starting from the 0000 UTC of 23 June 2012.

2.2 Dataset

Several datasets are used to evaluate the MPAS simulations. The hourly precipitation dataset from the National Meteorological Information Center of CMA is used for evaluating the simulated precipitation characteristics. In this dataset, the rainfall was measured by either tipping-buckets or self-recording siphon rain gauges, or from automatic rain gauges. The data were subject to strict three-step quality control by station, provincial, and national departments. The methods of quality control mainly include the checking of climate threshold value, extreme value, spatial and temporal consistency and the checking through human-computer interaction. All the data used in this study are quality-controlled. The distribution of stations over the study domain is shown as the color-filled circles in Figure 2. Over the YRD region of East China (25°N-36°N, 114°E-123°E, denoted as the black box in Fig. 2), there are 511 stations. The minimum and maximum distances between two stations are ~3 km and ~70 km, respectively, and the mean is ~25 km. The hourly wind field dataset from the ECMWF Reanalysis (ERA5) (0.28°×0.28°) (https://rda.ucar.edu/datasets/ds630.0/) is used as the reference for evaluating the simulated distributions of winds. Lastly, the global forecast products at 0.5° and 1° horizontal resolutions starting from UTC00 of 23 June 2012 are also used for comparison. The GFS forecast products are downloaded from https://www.ncdc.noaa.gov/data-access/model-data/model-datasets/global-forcast-system-gfs (last access on May 27 of 2019). Since the focus of this study is not to investigate the difference between MPAS and GFS or to evaluate the performance of GFS, details about the GFS are not discussed here but can be found on the website listed above.

3. Results

3.1 Simulations at quasi-uniform and variable resolutions

Figure 2 shows the spatial distributions of precipitation and wind at 850 hPa averaged during the event (June 25 00:00 to June 27 12:00 UTC Time) from the simulations with global uniform (15 km) and variable (16 km over East China) resolutions (U15km.NTD and
V16km.NTD). The mean precipitation from the CMA stations and the winds from the ERA-interim reanalysis are also shown. The CMA observations show average precipitation rate exceeding 50 mm/day over central East China with a heavy rain belt extending from west to east along 31°N. The rain belt is associated with the wind shear near the surface that is typically accompanied with the Meiyu front during the East Asian summer monsoon. In general, both simulations capture the observed precipitation pattern. It is evident that the modeling results over the refined region are consistent between the uniform and variable resolution simulations. The spatial correlation coefficient between the two simulations over the refined region (entire region shown in Fig. 2) is 0.85. Besides precipitation, both simulations also capture the distribution of winds from the reanalysis data. The wind fields between the two simulations are also consistent with a spatial correlation coefficient of 0.99.

As mentioned above, the precipitation during this event is concentrated in a west-east narrow belt. For a more quantitative comparison, Figure 3 shows the zonal averaged precipitation during the event over the YRD region of East China (25°N-36°N, 114°E-123°E, denoted as the black box in Fig. 2) from observations and simulations. The CMA observations show an evident precipitation peak reaching ~40 mm/day around the latitude of 31°N. All four simulations with different resolutions and convective parameterizations capture well the zonal distribution of observed precipitation. The correlation coefficients are 0.9 and 0.89 for the U15km and V16km simulations with the GF scheme, respectively, and 0.89 and 0.86 for the same simulations but with the NTD scheme. This comparison further indicates that the simulations at global uniform and variable resolutions are consistent with each other, and the different convective parameterizations only have negligible impact on this consistency. Although this consistency does not depend on the convective schemes, simulations with the GF parameterization produce larger peak precipitation than those with the NTD parameterization and are more consistent with observations for this event. The impact of cloud microphysics (WSM6 and Thompson) on the consistency in modeling total precipitation is also examined and is found to be negligible (Fig. S1 and S2 in the supporting materials), although there are some impacts on the simulated grid-resolved precipitation (Fig. S3 in the supporting material).

Figure 4 shows the meridional precipitation propagation over East China (denoted as the black box in Fig. 2) during the event. The CMA observations indicate that the rain belt propagates from 26°N at 06 UTC of 25 June to 31°N at 00 UTC of 26 June and includes two precipitation peaks around 31°N. The rainfall reaches the first peak around 00 UTC of 26 June.
The rain belt stays around 31°N and reaches the second peak around 00 UTC of 27 June. The event ends around 12 UTC of 27 June (Fig. S4 in the supporting material). The first precipitation peak was generated by the southwest-northeast wind shear line formed over Central East China along with a vortex over the Southwest at 00 UTC of 26 June. The shear line gradually extended eastward, leading to the second precipitation peak around 00 UTC of 27 June (Fig. S5 in the supporting material). All four experiments generally simulate the southwest vortex and wind shear during the event, although the strength and location do not match perfectly with the reanalysis. As the large-scale environment is quite well represented in the model, the simulations also generally capture the two peaks of precipitation along 31°N as observed. However, both U15km and V16km simulate a broader rain belt, resulting in positive biases of precipitation south of 30°N (Fig. S6 in the supporting materials). Both simulations shift the first peak precipitation southward. In addition, the simulations extend the first peak precipitation period and shorten the second one to some extent (Fig. S6 in the supporting materials). The lower averaged total precipitation around 31°N from the simulation with the NTD parameterization (Fig. 3) is mainly due to the lower rainfall before 26 June compared to the one with the GF parameterization (Fig. S6). For the two precipitation peaks, the simulation with NTD is comparable to the one with GF. Although the two convective parameterizations lead to significant difference in simulating total precipitation before 26 June, both simulations generate consistent wind circulations at 700 hPa before 26 June with spatial correlation coefficients above 0.9 (over the domain as shown in Fig. S5 in the supporting material). Although the two convective parameterizations lead to different total precipitation, they have negligible impact on the consistency in modeling precipitation propagation using uniform and variable resolutions during this event. The correlation coefficients are 0.48 and 0.42 for the simulations with the GF scheme at the resolutions of U15km and V16km, respectively, and 0.55 and 0.54 for the simulations with the NTD scheme at the two resolutions. The results again indicate the consistency between the simulations at the global uniform and variable resolutions at hydrostatic scale over the refined region regardless of the convective parameterization used.

Overall, for the selected event, the MPAS simulations at global uniform and variable resolutions produce consistent results over the refined region with comparable horizontal resolution in terms of the spatial patterns of precipitation and wind fields and the precipitation propagation. This finding is in general agreement with the findings by previous studies of MPAS with idealized experiments (e.g., Zhao et al., 2016) and real-world experiments (e.g.,
Sakaguchi et al., 2015). These findings provide the basis for using global variable resolution configurations of MPAS for modeling extreme precipitation over East China. In the following, the impacts of resolution on modeling extreme precipitation during this event are investigated with multiple global variable-resolution experiments.

3.2 Impacts of resolution

3.2.1 Parameterized and resolved precipitation

Multiple experiments using MPAS at various resolutions are conducted as stated in the methodology section. The resolution crosses the scales from 60 km, 30 km, 16 km to 4 km. For global variable resolution configurations, a scale-aware convective parameterization is needed, especially for the configuration that crosses the hydrostatic (convective parameterization is required) and non-hydrostatic scales (convection-permitting). Therefore, the experiments analyzed below are all conducted with the GF scheme that is developed for simulations down to ~4 km resolution (details can be found in Grell and Freitas, 2014). To demonstrate the scale-aware performance of the GF convective parameterization across various resolutions, Figure 5 shows the spatial distributions of convective parameterized and resolved precipitation averaged during the event. At the resolution of 60 km and 16 km, precipitation produced from the convective parameterization dominates the total precipitation amount. On the contrary, at the resolution of 4 km, the total precipitation amount from simulations with two different microphysics is dominated by the resolved precipitation. The fraction of parameterized precipitation in the total decreases significantly from the simulations at 16 km to the ones at 4 km over the heavy precipitation region (Fig. S7 in the supporting materials). It is also interesting that the fraction of parameterized precipitation increases from the simulations at 60 km to the ones at 16 km to some extent. This demonstrates that the GF scheme is aware of the resolution change so the precipitation from the simulations at convection-permitting scale is mostly produced by the cloud microphysics in MPAS.

3.2.2 Spatial and temporal variation

Figure 6 shows the observed and simulated spatial distributions of precipitation and wind fields at 850 hPa averaged during the event. For comparison, the GFS forecast results at the resolutions of 1.0 degree and 0.5 degree are also included. The GFS forecast results from the two resolutions are similar, both showing a northward shifted rain belt compared to the CMA observation. Due to the northern shift of the rain belt, the spatial correlation coefficients between the GFS and the CMA observations over the entire region of Fig. 6 are only 0.06 and...
0.03 for the resolutions of 1.0 degree and 0.5 degree, respectively. In comparison, the spatial correlation coefficients between the CMA observations and the MPAS simulations at the resolutions of 60 km, 30 km, and 16 km are 0.49, 0.47, and 0.56, respectively. The correlation coefficients for the 4 km simulations with the WSM6 and Thompson microphysics schemes are 0.63 and 0.54, respectively. In general, the experiments at the convection-permitting scale (4 km) capture better the observed precipitation pattern than simulations with convective parameterization over the refined region, although the performance is affected by the microphysics scheme to some extent. On average of the entire region as shown in Fig. 6, all the simulations overestimate the observed precipitation with the mean biases ranging from +0.59 mm/day to +5.11 mm/day (Table 2).

In order to test the statistical significance of the difference in spatial distributions among the experiments, the 95% confidence intervals of spatial correlation are estimated based on the bootstrap analysis. Although the correlation coefficients estimated above have an uncertain range, at the 95% confidence level the results still indicate that the V16km simulation produces better spatial pattern of precipitation than other hydrostatic-scale simulations. In addition, the simulation at the convection-permitting scale is comparable to, if not better than, the V16km simulation. The results are summarized in Table 3. It is noteworthy that, although the difference in precipitation over East China is significant among the GFS forecasts at 0.5° and 1.0° resolutions and MPAS at various resolutions, their global distributions of precipitation and wind averaged during the event period are similar with spatial correlation coefficients of 0.40-0.43 (precipitation) and 0.86-0.93 (wind), respectively, against the satellite retrieved precipitation and ERA5 reanalysis wind (Fig. S8 in the supporting material).

The zonal distributions of precipitation can better demonstrate the difference among the simulations. Figure 7 shows the observed and simulated zonal distributions of precipitation averaged during the event over the YRD region of East China. For comparison, the GFS forecasts at 1° and 0.5° resolutions are also included. The modeling results are sampled at the CMA stations. Consistent with the spatial distributions of precipitation shown in Fig. 6, the GFS forecasts at both 0.5° and 1.0° resolutions reproduce the precipitation peak of ~40 mm/day but shift the rain belt northward by about 4.0° latitude from 31°N to 35°N. The MPAS simulations at 16 km and 30 km with the GF scheme can well capture the peak precipitation around 31°N, although the simulation at 30 km produces a second lower peak of precipitation around 29°N. The simulation at 60 km produces much lower precipitation peak of ~25 mm/day and shifts the rain belt southward to around 30°N. The underestimate of the simulation at 60
km is mainly due to the underestimate of the convective parameterized rain (Fig. 5). It is noteworthy that on regional average the simulation at 60 km overestimates the observed precipitation with the mean bias of +2.18 mm/day (Table 2). For the two MPAS simulations at 4 km, the precipitation is mainly generated by cloud microphysics (Fig. 5) and therefore can be significantly affected by the cloud microphysics schemes. The MPAS simulations at 4 km with WSM6 and Thompson produce different zonal distributions of the rain belt. The simulation using WSM6 reproduces the peak of precipitation, while the simulation using Thompson produces higher precipitation with a peak at 50 mm/day and shifts the peak northward by about 1 degree. The simulation at 4 km with the Thompson scheme has much higher positive bias than the one with the WSM6 scheme (Table 2). Overall, the correlation coefficients between the CMA observations and the GFS forecasts are -0.19 and -0.15 for 0.5° and 1.0°, respectively, and the correlation coefficients are 0.68, 0.71, 0.89, and 0.97 (0.72) for the MPAS simulations at 60 km, 30 km, 16 km, and 4 km with the WSM6 (Thompson) cloud microphysics. At the 95% confidence level, the difference among the experiments is significant (Table 3).

Figure 8 compares the observed and simulated precipitation propagation during the event over East China. The modeling results are sampled at the CMA stations. The GFS forecasts at 0.5° and 1.0° are similar, and both generate a heavy precipitation zone between 34°N and 35°N that lasts for about 18 hours from UTC12 of June 26. This is largely different from the CMA observations, so the correlation coefficients between the forecasts and observations are only 0.02 and 0.03 for 0.5° and 1.0°, respectively. The northward shift of rain belt during the event (shown in Fig. 6 and 7) is related to the GFS forecast that only produced the second peak of precipitation around UTC 0000 of 27 June while totally missing the first peak (Fig. S9). In addition, the GFS forecast overestimates the second peak and shift it towards the north by about 4°. The timing and location shift of the rain belt in the GFS forecast are mainly because of the bias of GFS in simulating the wind shear in this event. The GFS forecast failed to produce the southwest-northeast wind shear line around UTC 0000 of 26 June and generated too broad vortex over the west. Around UTC 0000 of 27 June, GFS simulated the wind shear line but locating it further north (Fig. S10 in the supporting material).

The MPAS simulations are highly dependent on the resolutions. All simulations roughly produce the two peaks of precipitation as observed during the event. However, the experiment at 60 km simulates the first precipitation peak southward and the second peak northward of the observations, while the experiment at 30 km simulates the second peak further
south and a few hours earlier. The time and location shift corresponding well to biases in simulated wind shear (Fig. S10). The spatial correlation coefficients of precipitation are 0.30 and 0.32 between the observations and the simulations at 60 km and 30 km, respectively. The experiments at 16 km and 4 km with the WSM6 cloud microphysics scheme can better capture the timing and latitude of the observed precipitation event than U60km and V30km (Fig. S11 in the supporting materials), however both V16km and V4km overestimate the first peak precipitation and underestimate the second peak. The experiment at 4 km with the Thompson scheme overestimates the precipitation amount of both peaks. Overall, all the simulations overestimate the observed precipitation during the event (Table 2). The correlation coefficients are 0.41 and 0.42 (0.38) for 16 km and 4 km with the WSM6 (Thompson) cloud microphysics schemes, respectively. At the 95% confidence level (Table 3), the experiments at 16 km and 4 km are comparable in terms of simulating the propagation of this rain belt and better than the experiments at other resolutions. It is interesting to note that MPAS and GFS forecasts, sharing the same initial condition, simulate different large-scale circulation particularly the wind shear structure with the system evolving (Fig. S10). The model capability in successfully capturing the wind shear structure during this event determines the performance in generating the rain belt evolution. The formation and evolution of wind shear during the Meiyu front over East China have been found interacting with multiscale processes and systems, including terrain and convective latent heat (Yao et al., 2017). Different representation of the terrain over East China in various resolutions may impact the simulated wind shear structure. Previous studies also found that convective latent heat may vary with resolutions and physics (Hagos et al., 2013; Zhao et al., 2016), which can further affect the simulation of wind shear structure. Therefore, the difference in resolution and physics between MPAS and GFS may result in their difference in simulating the formation and evolution of wind shear structure during the event. A more detailed exploration of the differences between the MPAS and GFS simulations is beyond the scope of this study.

The spatial distribution of the rain belt can also be reflected by the vertical wind distributions. Figure 9 compares the height-latitude cross section of the winds averaged over the region (shown as in Fig. 6) during the event from the ERA5 reanalysis, the GFS forecasts, and the MPAS simulations. In the ERA5 reanalysis wind fields, vertical motion is located primarily around 31°N, extending from the lower troposphere (~900 hPa) to the upper troposphere (~200 hPa). The GFS simulates the vertical motion primarily around 33°N, but the vertical motion is also strong around 35°N from 600 hPa to 200 hPa, which can be linked to
the heavy precipitation generated there. These biases result in weaker correlation in vertical winds between the reanalysis and the GFS forecasts with coefficients of 0.29 and 0.32 for 0.5° and 1.0° resolutions, respectively. The MPAS experiment at 60 km simulates the vertical motion toward the south around 28°N. The MPAS experiments at 30 km and 16 km generally agree well with the ERA5 reanalysis, although both generate higher vertical motion in the south (e.g. 25°N) to some extent. The correlation coefficients between the reanalysis and the MPAS experiments at 60 km, 30 km, and 16 km are 0.53, 0.68, and 0.80, respectively. The MPAS experiment at 4 km with the WSM6 scheme produces consistent vertical motion with that in the ERA5 reanalysis, while the one with the Thompson scheme shifts the vertical motion a little further north. Both experiments at 4 km have the highest correlation in the distributions of vertical motion with the reanalysis with coefficients of 0.85 and 0.80 for WSM6 and Thompson, respectively. The statistical significance tests based on the bootstrap analysis indicate that at the 95% confidence level the model performance at 16 km and 4 km in terms of simulating vertical structure of winds are comparable and better than the simulations at coarser resolution (Table 3). The zonal distributions of precipitation discussed above correspond well with the distributions of vertical motion in all the experiments. Differences in the spatial distribution of vertical motions suggest that model resolution, and in some degree cloud microphysics parameterizations, have important effects on simulating the structure of the wind shear over East China during the East Asian summer monsoon and the embedded precipitation.

### 3.2.3 Distribution of extreme precipitation

Besides predicting the spatial and temporal variations of the rain belt, it is also critical to capture the location and intensity of extreme precipitation within the heavy rain belt. Since the GFS forecasts shift the entire rain belt northward, only the MPAS simulations are analyzed here. Figure 10 shows the spatial distributions of precipitation averaged during the event over the heavy rain region (27°N-32°N and 110°E-122°E). The CMA observations show that heavy precipitation exceeding 50 mm/day mainly occurs over the plains of South Anhui province and Southeast Hubei province and part of the Huang Mountains. The MPAS experiment at 60 km simulates much smaller areas with heavy precipitation exceeding 50 mm/day. In addition, it simulates heavy precipitation over some areas of Hunan province, which is not observed by the CMA stations. The experiment at 30 km produces more numerous areas with heavy precipitation and captures the locations of heavy precipitation over the Huang Mountains.
However, it misses the heavy precipitation over the plains of South Anhui province and Southeast Hubei province; instead, it produces heavy precipitation over large areas of mountainous regions over Hunan and Jiangxi provinces. The experiment at 16 km simulates better spatial distribution of heavy precipitation, particularly capturing the heavy precipitation over the Huang Mountains and the plain of South Anhui province, although it still shifts the heavy precipitation from Southeast Hubei province to Hunan province. The experiments at 4 km are affected by the cloud microphysics. The 4 km experiment with the WSM6 scheme produces the best spatial distribution among the MPAS experiments. It generally captures the observed heavy precipitation areas during this event as discussed above, although the locations do not perfectly match that of the observations. On the other hand, the 4 km experiment with the Thompson microphysics produces more areas of heavy precipitation over Central Anhui province. As a result, the correlation coefficients between the observations and the MPAS experiments at the resolutions of 60 km, 30 km, 16 km, and 4 km are 0.20, 0.21, 0.29, 0.50 (WSM6), and 0.42 (Thompson), respectively. The statistical significance test based on the bootstrap analysis indicates that at the 95% confidence level the simulations at 4 km can better capture the spatial distribution of heavy precipitation than the simulations at resolutions of hydrostatic scale (Table 3). On average of the entire region as shown in Fig. 10, all the simulations overestimate the observed precipitation with the mean biases ranging from +2.28 mm/day to +7.43 mm/day, except the simulation at 60 km with a small negative mean bias (Table 2). The simulation at 4 km with the WSM6 scheme has the smallest positive bias.

Figure 11 shows the probability density functions (PDFs) of hourly precipitation at all the CMA stations over East China during the event. The simulations are sampled at the CMA stations. Precipitation above ~5 mm/hour (~120 mm/day) is considered very heavy and extra heavy storm rain event (refer to the CMA definition) that may cause dramatic flooding and damage locally or regionally. During this event, for precipitation lower than ~5 mm/hour, the MPAS simulations at hydrostatic scales (60 km, 30 km, and 16 km) overestimate the frequency, while above ~5 mm/hour, these simulations significantly underestimate the frequency. In contrast, the MPAS simulations at convection-permitting scale (4 km) produce much higher frequency of extreme precipitation above ~5 mm/hour, more consistent with the observations. However, the simulated frequency of extreme precipitation at convection-permitting scale depends on the cloud microphysics schemes. Although the simulations at convection-permitting scale with both microphysics schemes overestimate the extreme precipitation (>10 mm/hour), the Thompson scheme produces much higher frequency of extreme precipitation than the WSM6 scheme and results in a larger positive bias relative to the observations during
this event, which deserves further investigation in future. The coverage of observational
stations with the mean distance of ~25 km between each other over the study area may not be
enough and results in the missing of some extreme precipitation, which may contribute partly
to the positive biases of simulations. However, since the simulations are sampled at the CMA
stations, the inconsistency of comparison between observation and simulation should be
reduced, particularly at the scale of 4 km. The results also indicate that the convective
parameterization appears not to be able to produce the higher intensity precipitation.

Previous studies found that the distribution of extreme precipitation correlates well with
that of the lower tropospheric upward vertical velocity (e.g., Zhao et al., 2016). Figure 12 shows
the PDFs of hourly upward vertical velocity averaged below 700 hPa at all the CMA stations
during the event from the MPAS simulations. In general, the comparison of lower-level upward
vertical velocity among the experiments is consistent with that of precipitation (Fig. 11) in
those simulations at hydrostatic scales (i.e., 60 km, 30 km, and 16 km in this study) produce
higher frequencies of updrafts < 4 cm/s than simulations at 4 km and vice versa for stronger
updrafts. The difference in updrafts between the 4 km MPAS simulations with two different
cloud microphysics schemes is negligible. Another analysis with the simulated updrafts at
various resolutions all regridded to 0.5° resolution shows the similar PDFs as Fig. 12. Previous
studies have proposed some mechanisms underlying the resolution impacts on modeling
vertical velocity (e.g., Rauscher et al., 2016; Jeevanjee et al., 2017; Herrington and Reed, 2017;
O’Brien et al., 2016; Fildier et al., 2018). Among these mechanisms, Rauscher et al. (2016)
argued that the resolution-dependent vertical velocity is caused by the interaction between the
constraint of fluid continuity and macro-scale turbulence. They suggested that the vertical
velocity should be more intense at higher resolution because the horizontal velocity increment
follows approximately a power law of resolution. Therefore, the resolved vertical transport
must increase as grid spacing decreases. Assuming atmospheric moisture is relatively
insensitive to resolution, the upward moisture flux should increase as grid spacing decreases,
hence producing more precipitation.

Figure 13 shows the PDFs of the upward moisture flux and the relationship between
hourly precipitation versus upward moisture flux at 850hPa during the event from the MPAS
simulations at 60km, 30km, 16km and 4km. It is evident that the simulations at higher
resolutions produce more frequent intense upward moisture fluxes at 850hPa, consistent with
Rauscher et al. (2016) and O’Brien et al. (2016). Rauscher et al. (2016) found a linear
relationship between precipitation and upward moisture fluxes at lower level. The relationship
lines from this study as shown in Fig. 13 parallel the 1:1 reference line for all resolutions. However, the lines are consistently below the reference line for the convection-permitting simulations (4km) and are above the reference line for the hydrostatic simulations with convective parameterization (e.g., 16km, 30km, 60km). The simulated precipitation can be larger than the lower level upward moisture fluxes at hydrostatic scale because part of the precipitation is contributed by the convective parameterization rather than contributed by the resolved upward moisture flux (Rauscher et al., 2016). On the contrary, precipitation could be lower than the upward moisture flux at convection-permitting scale (e.g., 4km) as moisture is removed from cloud updrafts due to detrainment (e.g., O'Brien et al., 2016). Overall, our results of the resolution-dependent updraft and precipitation are consistent with Rauscher et al. (2016) and O'Brien et al. (2016).

4. Summary and discussion

In this study, a series of MPAS simulations of a heavy precipitation event over East China, triggered by a typical southwest vortex in the middle and high troposphere and wind shear in the lower layer of the Meiyu front during the East Asian summer monsoon, are compared. The simulations are performed at various resolutions from hydrostatic (60 km, 30 km, 16 km) to non-hydrostatic (4 km) scales. Consistency between the MPAS simulations at global uniform and variable resolutions is also investigated. Besides the impacts of resolution on simulating heavy precipitation, the impacts of convective and cloud microphysics schemes are also examined. All the MPAS simulations are evaluated using the CMA station observations of precipitation and the ERA5 reanalysis of winds, and compared against the NCEP GFS forecasts that share the same initial condition of the MPAS simulations.

In general, the MPAS simulations at global uniform (U15km) and variable (V16km) resolutions produce similar results in terms of the spatial and temporal distributions of precipitation and winds inside the refined region over East China. Both experiments can capture the observed precipitation characteristics. This suggests that the global variable-resolution configuration of MPAS may be appropriate to simulate heavy precipitation over East China, which is also consistent with the finding from previous studies using variable resolution MPAS with regional refinement over other parts of the globe (e.g., Sakaguchi et al., 2015; Zhao et al., 2016). The simulations with two different convective parameterizations show that the MPAS simulated distributions of precipitation are affected by the convective schemes at hydrostatic scales, while the impacts from the cloud microphysics schemes are small.
The variable-resolution simulations spanning hydrostatic and non-hydrostatic scales reveal that the scale-aware GF convective parameterization produces less convective parameterized precipitation as the horizontal resolution increases. Comparison against the station observations indicates that the MPAS simulations at 16 km and 4 km can generally better capture the observed temporal and zonal distribution of the rain belt in the simulated event than the simulations at coarser resolutions. The experiments at 4 km can better capture the areas with heavy precipitation (> 50 mm/day) than the experiments at coarser resolutions compared to the observations, although the simulations at 4 km overestimate the first peak precipitation and underestimate the second one. This may indicate that the convective parameterization appears not to be able to produce intense precipitation. The analysis also shows that the underestimation of intense precipitation is consistent with the underestimation of resolved upward motions in the simulations at coarser resolutions. The biases in the locations of rain belt are mainly due to failure of the model to simulate the wind shear structure of the Mei Yu front during this event. This suggests that the position and structure of the wind shear of the Mei Yu front that produces the vertical motion is sensitive to the models and their specific configurations even though all simulations share the same initial condition. Previous studies have found that the formation and evolution of wind shear during the Mei Yu front can interact with multiscale processes and systems over East China, including terrain and convective latent heat (Yao et al., 2017). Therefore, different representation of the terrain over East China in various resolutions and convective latent heat resulted from different physics schemes may affect the simulated wind shear structure among the MPAS experiments at various resolutions and between MPAS and GFS.

The performance of MPAS at convection-permitting scale is quite sensitive to the cloud microphysics scheme in terms of the distribution and intensity of extreme precipitation. This is consistent with Feng et al. (2018), who found that cloud microphysics parameterizations in convection permitting regional simulations have important effects on macroscale properties such as the lifetime, precipitation amount, stratiform versus convective rain volumes of mesoscale convective systems in the U.S. They attributed the impacts to the representation of ice phase hydrometeor species that influence the mesoscale convective systems through their influence on the diabatic heating profiles that provide dynamical feedback to the circulation (Yang et al. 2017). Hence more efforts may be needed to improve cloud microphysics processes for modeling extreme precipitation at convection-permitting scale in the future. In the meantime, aerosols have been found to play a critical role in simulating some heavy precipitation events over China through their impacts on cloud microphysics and/or radiation.
(e.g., Zhong et al., 2015, 2017; Fan et al., 2015). The current version of MPAS does not represent aerosol-radiation and aerosol-cloud interactions, which may also contribute to the biases of extreme precipitation at convection-permitting scales. Lastly, it is also noteworthy that the resolution of 4 km may still be insufficient to resolve some convective cells, which may also contribute to the modeling biases (Bryan and Morrison, 2012).

This study provides the first evidence supporting the use of global variable resolution configuration of MPAS for simulating extreme precipitation events over East China. In particular, the MPAS variable-resolution experiment at convection-permitting scale (4 km) improves the simulated distribution and intensity of precipitation over the area of interest, which is consistent with previous studies using regional convection permitting models (e.g., Zhang et al., 2013; Prein et al., 2015; Yang et al. 2017; Gao et al. 2017; Feng et al. 2018). The higher resolution MPAS experiments simulate better spatial distribution of heavy precipitation over the complex topographic region of East China, which suggests that topography may play a critical role and deserves further investigation in the future. Our results show that cloud microphysics parameterizations have important effects in convection permitting simulations, but modeling of other physical processes such as boundary layer turbulence, radiation, and aerosols may also affect the skill of convection permitting simulations. The GFS forecasts analyzed in this study show significant biases in precipitation distribution. The zonal shift of the rain belt by the MPAS simulations at coarser resolutions compared to simulations at finer resolutions suggests that resolution may have contributed to the GFS forecast biases. A more detailed exploration of the differences between the MPAS and GFS simulations is beyond the scope of this study.

Previous studies (Xue et al., 2007; Clark et al. 2016) noted the importance of ensemble simulations in predicting heavy precipitation. Due to the computational limitation, only one set of experiments with different physics and resolutions are evaluated in this study. The MPAS simulations of heavy precipitation with different initial conditions and refinement sizes deserve more evaluations. Finally, some studies noted that convection-permitting modeling does not always add values in simulating heavy precipitation compared to hydrostatic scale modeling (e.g., Kain et al., 2008; Rhoades et al., 2018; Xu et al., 2018). Rhoades et al. (2018) found that the improvement by increasing resolution may also depend on cloud microphysics parameterization. Increasing horizontal resolution alone sometimes can even lead to worse model performance. The impacts of increasing horizontal resolution on the overall model performance in simulating extreme precipitation may also be affected by the model structure and coupling among model components and processes (Jeevanjee et al., 2016; O’Brien et al.,
This study also found some sensitivity of modeling extreme precipitation to cloud microphysics, particularly at convection-permitting scale. More events of heavy precipitation over East China should be investigated in the future to more systematically evaluate the MPAS variable-resolution modeling framework and the impacts of resolution and physical parameterizations.
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Table 1 Numerical Experiments conducted and analyzed in this study

<table>
<thead>
<tr>
<th>Physics/Resolution</th>
<th>MPAS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>U15km</td>
</tr>
<tr>
<td>WSM6+NTD</td>
<td>Yes</td>
</tr>
<tr>
<td>WSM6+GF</td>
<td>Yes</td>
</tr>
<tr>
<td>Thompson+GF</td>
<td>/</td>
</tr>
</tbody>
</table>

(1) 'U' and 'V' represent quasi-uniform and variable resolution meshes, respectively, as described in the Section 2.1.2.
(2) 'WSM6' and 'Thompson' represent two cloud microphysics schemes as described in the Section 2.1.1; 'NTD' and 'GF' represent two cumulus parameterizations as described in the Section 2.1.1.

Table 2 The mean bias (MB) and root mean square root (RMSE) of the simulated results shown in Fig. 6-10 against CMA observations

<table>
<thead>
<tr>
<th></th>
<th>GFS.1deg</th>
<th>GFS.0.5deg</th>
<th>U60km.WSM6</th>
<th>V30km.WSM6</th>
<th>V16km.WSM6</th>
<th>V4km.WSM6</th>
<th>V4km.Thompson</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE</td>
<td>MB</td>
<td>RMSE</td>
<td>MB</td>
<td>RMSE</td>
<td>MB</td>
<td>RMSE</td>
</tr>
<tr>
<td>Fig. 6 [mm/day]</td>
<td>18.48</td>
<td>1.08</td>
<td>19.62</td>
<td>1.65</td>
<td>14.98</td>
<td>1.99</td>
<td>18.83</td>
</tr>
<tr>
<td>Fig. 7 [mm/day]</td>
<td>18.10</td>
<td>0.70</td>
<td>18.79</td>
<td>1.73</td>
<td>9.67</td>
<td>2.18</td>
<td>10.10</td>
</tr>
<tr>
<td>Fig. 8 [mm/hour]</td>
<td>1.17</td>
<td>0.06</td>
<td>1.21</td>
<td>0.10</td>
<td>0.78</td>
<td>0.12</td>
<td>0.86</td>
</tr>
<tr>
<td>Fig. 10 [mm/day]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>21.98</td>
</tr>
</tbody>
</table>

Table 3 The correlation coefficients and the corresponding 95% confidence intervals based on the bootstrap analysis for the results shown in Fig. 6-10

<table>
<thead>
<tr>
<th></th>
<th>GFS.1deg</th>
<th>GFS.0.5deg</th>
<th>U60km.WSM6</th>
<th>V30km.WSM6</th>
<th>V16km.WSM6</th>
<th>V4km.WSM6</th>
<th>V4km.Thompson</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE</td>
<td>MB</td>
<td>RMSE</td>
<td>MB</td>
<td>RMSE</td>
<td>MB</td>
<td>RMSE</td>
</tr>
<tr>
<td>Fig. 6</td>
<td>0.06</td>
<td>(0.006~0.1)</td>
<td>0.03</td>
<td>(-0.01~0.08)</td>
<td>0.49</td>
<td>(0.45~0.54)</td>
<td>0.47</td>
</tr>
<tr>
<td>Fig. 7</td>
<td>-0.15</td>
<td>(-0.35~0.24)</td>
<td>-0.19</td>
<td>(-0.39~0.15)</td>
<td>0.68</td>
<td>(0.49~0.84)</td>
<td>0.71</td>
</tr>
<tr>
<td>Fig. 8</td>
<td>0.03</td>
<td>(-0.02~0.09)</td>
<td>0.02</td>
<td>(-0.03~0.08)</td>
<td>0.30</td>
<td>(0.25~0.37)</td>
<td>0.32</td>
</tr>
<tr>
<td>Fig. 9</td>
<td>0.32</td>
<td>(0.23~0.41)</td>
<td>0.29</td>
<td>(0.20~0.41)</td>
<td>0.53</td>
<td>(0.45~0.61)</td>
<td>0.68</td>
</tr>
<tr>
<td>Fig. 10</td>
<td>/</td>
<td>/</td>
<td>0.20</td>
<td>(0.13~0.28)</td>
<td>0.21</td>
<td>(0.12~0.30)</td>
<td>0.30</td>
</tr>
</tbody>
</table>

(1) The values inside the parenthesis indicate the lower and higher bounds of 95% confidence intervals; the values outside are estimated directly based on the results shown in Fig. 6-10.
Figure 1 (a) quasi-uniform mesh and (b) variable-resolution mesh used in the MPAS experiments. Both meshes are plotted at resolutions significantly lower than used in the experiments to show the mesh cells. (c) global variable-resolution mesh size distribution in the variable resolution 4-60 km experiment.
Figure 2 Spatial distributions of precipitation and wind fields at 850 hPa averaged during the event (June 25 00:00 to June 27 12:00 UTC time) from the simulations with the global uniform (15 km) and variable (16 km over the refined region as shown in Fig. 1c) resolutions. The observed mean precipitation from the CMA stations and the wind fields from the ERA5 reanalysis are shown. The black contour lines represent the precipitation larger than 20 mm/day. The black box denotes the region of East China (25°N-36°N, 114°E-123°E) for the analysis in the following.
Figure 3 Zonal distributions of precipitation averaged during the event (June 25 00:00 to June 27 12:00 UTC time) averaged over East China (denoted as the black box in Fig. 2) from the CMA station observations and the simulations with the global uniform (15 km, solid lines) and variable (16 km over the refined region as shown in Fig. 1c, dash lines) resolutions with two convective parameterizations (GF, red lines; NTD, green lines). The modeling results are sampled at the CMA station.
Figure 4 Time-Latitude cross section of precipitation during the event averaged over East China (denoted as the black box in Fig. 2) from the CMA station observations and the simulations with the global uniform and variable resolutions with two convective parameterizations. The modeling results are sampled at the CMA stations.
Figure 5 Spatial distribution of averaged parameterized and resolved precipitation during the event over East China from the simulations with the resolutions of 60 km, 16 km, and 4 km.
Figure 6 Spatial distributions of precipitation and wind fields at 850 hPa averaged during the event from the MPAS simulations at the resolutions of 60 km, 30 km, 16 km, and 4 km. The observed mean precipitation from the CMA stations and the wind fields from the ERA5 reanalysis are shown as well. The black contour lines represent the precipitation larger than 20 mm/day. The black box denotes the region of East China (25°N-36°N, 114°E-123°E) for the analysis in the following. For comparison, the GFS forecasts at 1 degree and 0.5 degree resolutions are also shown.
Figure 7 Zonal distributions of precipitation averaged during the event averaged over East China (denoted as the black box in Fig. 6) from the CMA station observations and the simulations with the resolutions of 60 km, 30 km, 16 km, and 4 km. For comparison, the GFS forecasts at 1 degree and 0.5 degree resolutions are also included. The modeling results are sampled at the CMA stations.
Figure 8 Time-Latitude cross section of precipitation during the event averaged over East China (denoted as the black box in Fig. 6) from the CMA station observations, GFS forecasts at 0.5° and 1.0° resolutions, and the MPAS simulations at resolutions of 60 km, 30 km, 16 km, and 4 km over East China. The simulations at 4 km are with two cloud microphysics schemes (WSM6 and Thompson). The modeling results are sampled at the CMA stations.
Figure 9 Height-Latitude cross section of wind fields averaged over the region (the entire domain as shown in Fig. 6) during the event from the ERA-interim reanalysis, the GFS forecasts at 0.5° and 1.0° resolutions, and the MPAS simulations at resolutions of 60 km, 30 km, 16 km, and 4 km. The simulations at 4 km are with two cloud microphysics schemes (WSM6 and Thompson). The positive color represents eastward wind. All the datasets are regridded into 0.25° horizontal resolution.
Figure 10 Spatial distributions of precipitation averaged during the event over the heavy precipitation region (27°N-32°N and 110°E-122°E) from the CMA observations and the MPAS simulations at the resolutions of 60 km, 30 km, 16 km, and 4 km. The simulations are sampled at the CMA stations. The topography is also shown. In the panel of CMA result, “AH”, “ZJ”, “HB”, “HN”, “JX”, and “Mt. H” denote the provinces of Anhui, Zhejiang, Hubei, Hunan, and Jiangxi, and Mountain Huang, respectively.
Figure 11  Probability density functions (PDFs) of hourly precipitation at all the CMA stations during the event over East China (denoted as the black box in Fig. 6) from the CMA observations and the MPAS simulations at the resolutions of 60 km, 30 km, 16 km, and 4 km. The simulations are sampled at the CMA stations.
Figure 12 Probability density functions (PDFs) of hourly upward vertical velocity averaged below 700 hPa at all the CMA stations during the event over East China (denoted as the black box in Fig. 6) from the MPAS simulations at the resolutions of 60 km, 30 km, 16 km, and 4 km.
Figure 13 Hourly precipitation versus upward moisture flux at 850hPa during the event over East China (denoted as the black box in Fig. 6) from the MPAS simulations at the resolution of 60km, 30km, 16km and 4km (solid line, left axis), and the PDFs of the upward moisture flux (dash line, right axis).