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We thank the editor and all referees for providing us all the comments and feedback. We address all the comments below, and provide the revised manuscript as an attachment/supplement (in which all changes since our original manuscript have been highlighted in blue).

**** Editor's comment ****

(EC) »» Please note GMD’s strong preference for the code to be uploaded as a supplement or to be made available at a data repository with an associated DOI (digital object identifier) for the exact model version described in the paper. Could you please add this modification to your manuscript?

**** Referee 1 ****

(RC) »» page 6: one sentence is missing between line 4 and 5 to provide the number of terms $N_p$ in the PC series as a function of the stochastic space dimension $n_d$ and the total polynomial order $d$, $N_p = (d + n_d)!!/(d!!(d!!))$.

(AC) »» As suggested by the referee, the revised manuscript specifies the truncation strategy and provides an explicit formula for the size of the truncated basis.

(RC) »» page 6, line 19: the cross-validation process needs more details (leave-one-out or $k$-fold version, initial range of variation of the parameter $\gamma$ with the discretization strategy to find the optimal value) with a citation (e.g. the book of Seber and Lee, Linear regression analysis, 2003).

(AC) »» We used $k$-fold cross-validation ($k=5$) to determine the optimal $\gamma$. As suggested by the referee, the manuscript has been revised to provide details concerning the determination of the optimal $\gamma$ value. In addition, reference to the suggested citation has

C2
been incorporated.

(RC) » page 7, section 3.1: the computation of the empirical error (8) with the training set PLHS (blue dots) has only a minor interest because it simply shows that regression is a non-interpolating technique. A comparison between the empirical error estimated with the validation set (red dots) and a cross-validation error obtained with the training set is more relevant.

(AC) » In our analysis of representation errors, we have examined both the cross-validation error, as well as the empirical error estimated using the training set, and have observed that the two error estimates are close to each other. A statement highlighting this observation has been added in the revised manuscript (specifically the caption of Fig. 3).

(RC) » page 8, line 12 (middle): the sentence "The overall tendency of PC prediction uncertainty (...) seems to decrease with increasing RIJ distance as well" relies on Fig. 6. This figure is hard to read and a new figure plotting only the (PC) standard deviations should be valuable (with a reminder in the text about the log-scale) to support the statement.

(AC) » As suggested by the referee, we have attempted to plot the PC standard deviations independently, but this did not lead to dramatic improvement in the presentation, namely because the distant stations are clustered (in Rjb distance measure). On the other hand, the referee’s suggestion concerning the log-scale has been incorporated (caption of Fig. 6).

(RC) » page 8, line 16 (top): two stations are selected for plotting the PGV. Their locations must be indicated (for instance with labels on Fig. 2).

(AC) » The referee’s comment has been implemented. (See Fig. 2) Note, in the revised manuscript, we decided to show PC statistics on Station #3 and #22 (instead of #3 and #21). The reason for this switch is the following: Station #21 turns out to be very close to station #3. To better illustrate the validity of our PC surrogates over a distance, we decided to select a station (#22) that is a bit far from station #3. (Fig. 4 and Fig. 5 are updated accordingly.)

(RC) » page 8, line 12 (middle): The first sentence of the paragraph is incomplete since the complex dependency of PGVs to random inputs is not only due to the mappings between the physical parameters and the standardized RVs $f_{i=1}^{<i<7}$. We can speculate that the complexity of the propagation model (discrete wavenumber/finite element method) plays a major role.

(AC) » We agree with the referee that the sentence in question is confusing. Our intention was to highlight that the conditional mapping between canonical $r_v$'s and physical parameters makes it difficult to isolate the impact of individual parameters, but that this difficulty can be effectively addressed using global sensitivity analysis. The manuscript has been revised to clarify this aspect.

(RC) » page 11: in Fig. 6, the GMPE standard deviation exhibits a higher level than the PC ones. A short discussion would be interesting to explain the causes/sources of this difference.

(AC) » It turned out that in our original Fig. 6, we have plotted 2 times the GMPE standard deviation bounds. We apologize for the confusion, and have updated the Fig. 6 with one standard deviation GMPE bounds. The new Fig. 6 shows similar standard deviation bounds between GMPE and PC statistics in general. However, one should not expect exact match between GMPE and PC statistics, due to difference in random sources underlying the two approaches, and the uninformative PC random variable distribution used to calculate the statistics.

(RC) » page 13: a prediction error, defined as the discrepancy between the GMPE and PC series is introduced. This is confusing in Bayesian inference framework where observations (or measured data) are used to infer the model parameters. As GMPE predicted PGVs serve as observational data (see page 11), it would be more clear to
replace GMPE by observational data (and to replace prediction error by observational error) in section 4.1.

(AC) »» We agree with the referee's comments. The manuscript has been revised accordingly.

Technical Corrections

(AC) »» The captions of Figs. 4 and 5 have been modified as suggested.

Suggestions

(AC) »» The captions of Figs. 4 and 5 have been modified as suggested.

(AC) »» We agree with the referee's comments. The manuscript has been revised accordingly.

(AC) »» The captions of Figs. 4 and 5 have been modified as suggested.

(AC) »» We agree with the referee's comments. The manuscript has been revised accordingly.

(AC) »» The captions of Figs. 4 and 5 have been modified as suggested.

(AC) »» The captions of Figs. 4 and 5 have been modified as suggested.

(AC) »» The captions of Figs. 4 and 5 have been modified as suggested.

(AC) »» The captions of Figs. 4 and 5 have been modified as suggested.

(AC) »» The captions of Figs. 4 and 5 have been modified as suggested.
The authors develop a polynomial chaos (PC) expansion representation to provide a surrogate model for a probability distribution of Mw 6.5 strike-slip earthquakes with a fixed fault geometry. Seven parameters are used to describe a particular realization, including the hypocenter location and parameters describing an elliptical asperity, a region of relatively high slip, defining a 7-dimensional stochastic space. The surrogate model allows the rapid estimation of the peak ground velocity (PGV) at each of 56 virtual observation points. The PC expansion is computed using synthetic seismogram observations at these points for a set of 8000 realizations. A second set of 8000 realizations is used for validation, to confirm that the surrogate model constructed from the first set agrees well with the direct simulation results for the second set of realizations. The surrogate model is then used to rapidly compute the PGV for millions of additional realizations in order to gather statistics on the decay of PGV with respect to distance from the fault (measured using the Joyner-Boore distance RJB, the minimal distance to the fault plane as projected to the surface), at the 56 observation points. The mean PGV and standard deviation at each observation point are plotted vs. the distance RJB, and this data compared with the ground motion prediction equation (GMPE) of Boore and Atkinson (2008). The GMPE was derived based on observations of past earthquakes and so it is interesting to see that the statistics generated by the PC expansion generally follows this prediction and lie within one standard deviation of the GMPE as determined by Boore and Atkinson. This suggests that a simplified fault model consisting of a single asperity and a small set of parameters can perhaps predict PGV statistics well, and hence may be useful for predicting other GMPE curves, or for probabilistic seismic hazard analysis more generally. The first 3 sections of the paper give a nice development of these ideas.

I had more trouble understanding the goal of Section 4, which concerns the use of Bayesian inference to determine a probability distribution on the space of PC parameters that yield an event to best match the GMPE. It seems to me that the GMPE is only intended to predict the average and standard deviation of the PGV over a large set of potential earthquakes, and so I do not understand the point of this statistical inversion to try to determine the characteristics of one particular earthquake that best matches the average. The authors conclude that the best match is more likely to have the hypocenter located in the lower right quadrant of the fault plane, and the elliptical patch centered in the lower left quadrant. Why is this useful to know? Is this meant to have geophysical significance, e.g. that real strike-slip earthquakes of this magnitude tend to have their hypocenter and asperities located in this way? How does this relate to the actual slip patterns of the real events that went into the Boore and Atkinson GMPE model, to the extent those are known? There is no discussion in the paper of these topics. I also wonder about the way this inversion is used in Section 4.5, as discussed in one of my specific comments below. I think the paper would be stronger if the motivation for doing this inversion was better explained, since I found it hard to assess the usefulness of this part of the paper.

The referee stated: "It seems to me that the GMPE is only intended to predict the average and standard deviation of the PGV over a large set of potential earthquakes, and so I do not understand the point of this statistical inversion to try to determine the characteristics of one particular earthquake that best matches the average." However, this interpretation is incorrect. This paper focuses on the class of earthquakes of magnitude Mw=6.5 with strike slip focal mechanism. It is true that GMPE predictions for the same class of earthquakes are statistical averages over many earthquakes and regions, the amount of available data for GMPE predictions are still sparse. On the other hand, this paper aimed at exploring the capability of our PC approach in reproducing ground-motions of the same class of earthquake; and our rupture model simulations and PC analyses show that we don’t need such GMPE in principle.

The referee expressed his/her concern in understanding the conclusion of "the best match is more likely to have the hypocenter located in the lower right quadrant of the fault plane, and the elliptical patch centered in the lower left quadrant." We point out that this particular interpretation/conclusion (hypocenter on the right while elliptical patch on the left of the fault plane) results from the station distribution; if we had put an
exactly regular/symmetric station distribution, the patch could also be in the right and
the hypocenter in the left. The important message here is that hypocenter and slip
patch cannot be in near-surface area of the fault, and they need to have some distance
from each other in order to produce the proper seismic radiation pattern, including on-
fault directivity. Otherwise, the near-source waveforms, and hence PGVs, would not
match. This is consistent with the findings of Mai et al (2005).

The referee raised more follow up questions in understanding our conclusions on the
most likely fault plane configuration, e.g. "Why is this useful to know? Is this meant
to have geophysical significance, e.g. that real strike-slip earthquakes of this magni-
tude tend to have their hypocenter and asperities located in this way? How does this
relate to the actual slip patterns of the real events that went into the Boore and Atkin-
son GMPE model, to the extent those are known?" We would like to point out that the
GMPE (BA2008) relations are based on many earthquakes. Unfortunately, there exist
no such detailed source information (i.e. fault plane configuration as considered in our
paper) for most of those earthquakes. Furthermore, the GMPE (BA2008) relations do
not parameterize any of the source complexity considered in our paper. The impor-
tant message again is that our finding is backed up by independent observations and

Revision has been made to clarify our main conclusions in the conclusion section.

(AC) »» Page 3, line 2: The fault plane geometry is fixed with width 10 km and length 27
km. It is stated that this is obtained from 100 realizations following the scaling relation
in Wells and Coppersmith (1994). How are 100 realizations used to determine these
dimensions?

(AC) »» Following scaling relations, e.g. Wells and Coppersmith (1994), Mai and
Beroza (2000) and Thingbaijam et al (2017), we obtained 100 possible values of rup-
ture lengths for a M 6.5 strike-slip event and found that L=27 km had the highest popu-
lation in our histogram. We did the same for the rupture width and obtained W=10km.

Revision has been implemented to clarify our choice of the fault plane width and length.

(AC) »» We noticed that the referee might misunderstand our description about the
way we set the slip in the whole fault plane. For the slip inside the asperity, we state
that “the ellipse is the asperity with Gaussian slip distribution inside”. We pointed out
in the manuscript that “The maximum slip Smax is chosen such that the mean slip
remains constant (0.71 m) when varying the ellipse size.” It is important to note that
the moment magnitude Mw depends on the mean slip of the whole fault plane, and
not only from the slip of the area of the asperity. The slip between the elliptical patch
boundary and dashed rectangle is set to Smax/e, the minimum value at the patch
boundary from the Gaussian slip distribution;

(AC) »» As suggested by the referee, the following details have been added to our
revision:

COMPSYN solves the equation of motion considering initial conditions of zero displace-
ment and velocity at a reference time t0 and specifying traction or displacement on the
bounding surface of the medium (boundary conditions) using the unit outward normal
vector (details about the scheme can be seen in Olson et al., 1984). The grid resolution
used in COMPSYN is variable and uses a spacing of 1/6 of the minimum shear wave-
length at depth z. The grid extends a total depth that depends on the wavenumber,
which means that the maximum depth decreases when the wavenumber increases.
Page 3, Figure 2: The 56 observation stations surround the fault plane on all sides. Since the fault plane is vertical and the velocity model is vertically layered, shouldn’t the observations be symmetric about $Y = 0$? If so, it would seem clearer to simply use points in the upper half plane, for example, rather than asymmetric points scattered on both sides.

We thank the referee for this important observation. In principle this observation is correct, and it is possible to use points in the upper half plane only, as pointed out by the referee, however the stations are not exactly symmetrically arranged, for the very reason to somewhat disturb the symmetry of the problem.

Page 11, Figure 6: The points here are presumably the mean PGV observed at each of the 56 observation points, plotted vs. the distance RJB. These points are calculated by evaluating the PC expansion at 1,000,000 sample points and are presumably quite accurate estimates of the mean at each observation point. But this figure shows that two points that have very similar RJB can have quite different PGV, presumably because the two points have quite different azimuthal orientation relative to the fault, even though they are the same distance away. This is interesting to observe, but since the GMPE curve ignores orientation it seems like it might also be interesting to try to average over different orientations for each distance. This could be facilitated if a number of observation points were placed at each distance, for a discrete set of distances, i.e., place the observation points on concentric rings with fixed RJB. It also seems like a much larger set of observation points could be used than 56, since the PC model is so quick to evaluate. If many points were placed on many different concentric rings, then one could average over all points at a given distance to get points that might be expected to agree better with the GMPE curve in Figure 6. It would then also be possible to explore in more detail how the PGV varies with orientation along each ring.

This is a very good observation. We thought about this already: variations in PGV at a given distance are likely due to radiation-pattern effects, in particular directivity. As pointed out by the reviewer, one could now do many more detailed tests, including using the PC approach to explore the ground motion dependency on azimuthal orientation. However, it would require the construction and validation of additional PC representations for a large number of observation stations, which are beyond the scope of this study (i.e. the first of its kind to apply PC-expansion to ground-motion prediction).

Instead we refer to recently published study by Vyas et al (2016) that exactly addresses this question in great detail, with a range of simulations and 3000 randomly distributed sites.


The following sentences have been added to the discussion of Fig. 6 in our revised manuscript. "It is noted that two stations with similar Rjb distance can have very different PGV values. This is likely due to radiation-pattern effects, in particular directivity, which is addressed in great details by Vyas et al (2016)."

In Figure 2 there are sets of points that have different colors/symbols that are arranged somewhat in rings, but the distance for each color do not seem to be constant. The use of colors/symbols is not explained anywhere I could find, and should be.

We have updated Figure 2 to provide details concerning the grouping of observation states into four concentric sets, and to indicate that the color/symbols are used to highlight this grouping. In addition, we also indicate the locations of two selected stations in Figure 4 and 5.

Page 5, Table 2: The caption says that "(*) denotes dependent parameters". It is not clear what this means. Does this refer to the comment in line 5 of this page, where it is noted that "These restrictions lead to nonlinear dependency between feasible ranges of different physical parameters"?

In the revised manuscript, we have modified the caption of Figure 2 as fol-
lows: “Parameters governing fault plane configurations, (*) denotes parameters whose feasible ranges are dependent on others.”

(RC) »» The fact that some of these parameters are constrained based on the choice of other parameters means that the probability distribution of parameters is not really given by (1) on page 5 as is stated. Some choices from this 7-dimensional box have probability zero due to the constraints, while others have greater probability due to several non-allowed choices mapping to the same set of modified parameters when the asperity falls near the edge of the fault plane. Does this affect the validity of the PC expansion and/or results? At any rate, this should be discussed.

(AC) »» A brief discussion has been added in the revised manuscript (beginning of section 3) in order to highlight the distinction between canonical random variables, which are iid uniform over the 7-dimensional hypercube, and physical parameters whose ranges may be interdependent. The PC expansion is constructed in terms of the canonical random variables, and its validity is tested using cross-validation and empirical error estimates.

(RC) »» Page 17, Section 4.5: In this section it is stated that a uniform distribution of parameters over the 7-dimensional space ignores various geophysical constraints suggested by previous work. This is discussed in the context of choosing a prior for the Bayesian inference, but it seems like it would be even more important to incorporate these constraints into the analysis of Section 3, where the PC expansion is used to generate statistics on the PGV for comparison with the GMPE. Why should the statistics obtained with the uniform distribution be expected to match the GMPE well if it is known that this is the wrong distribution? This is addressed to some extent in Section 4.5 where the inversion that incorporates these constraints is then used to generate statistics that are compared to the GMPE curve in Figure 15. But at this point the inversion process has been used to further constrain the posterior distribution based on trying to match the GMPE curve, so comparing the result to the GMPE curve does not seem to provide any validation that the PC expansion could predict the GMPE curve for other scenarios, for example. I may be missing the point here, but I think it needs more explanation.

(AC) »» 1. "Why should the statistics obtained with the uniform distribution be expected to match the GMPE well if it is known that this is the wrong distribution?" The PC statistics and GMPE results were compared to ensure that the model predictions describe a similar range, which consequently enables us to use the GMPE results as “data” for the purpose of parameter inference. Without this, it wouldn’t be reasonable to use GMPE reference curve as “observation” in the Bayesian framework. 2. "so comparing the result to the GMPE curve does not seem to provide any validation that the PC expansion could predict the GMPE curve for other scenarios" As pointed out earlier, the PC expansion was designed to provide an efficient representation of the model behavior. In building the PC representation, we relied on uninformative prior, that spans a wide range of feasible scenarios. In Section 3, we verified the capability of the PC surrogate in reproducing the model predictions over the considered parameter ranges. As discussed in Alexanderian et al. (2012), one of the advantages of having a suitable representation over a wide range of parameters is that the restriction of parameter ranges can be efficiently performed a posteriori, namely without the need of performing new model simulations. This advantage was specifically exploited in section 4.

As suggested by the referee, additional explanation has been incorporated in the revised manuscript concerning the construction and validation of the PC expansion, and later on the restrictions explored in the Bayesian analysis.

Technical Corrections

(RC) »» Page 3, line 2: Presumably the rake is fixed at 0 degrees for a strike-slip event, but this should perhaps be stated?

(AC) »» As pointed out by the referee, the rake value has been added in the revised manuscript.
Page 7, line 27: What are the index sets $S_i$ and $T_i$? The sets are used in the summations of (7a) and (7b) respectively, but not really defined.

The definitions of $S_i$ and $T_i$ have been included in the revised manuscript.

Proper latex fonts for trig functions should be used in expressions such as (A1), e.g. $a \cos \beta$ rather than $\text{acos} \beta$.

This comment has been incorporated. (not highlighted in the revised manuscript, as it is quite trivial)

Please also note the supplement to this comment: