Dear Dr. Philippe Peylin,

we are now submitting the new version of the manuscript gmd-2019-49, “A new model of the coupled carbon, nitrogen, and phosphorus cycles in the terrestrial biosphere (QUINCY v1.0; revision 1996)” by Thum et al.

In this new version we have taken into account the constructive and helpful comments given by the three reviewers. We have included a more detailed introduction of the novel concepts of the model in the model description, providing case studies (S1-S3) to illustrate some of the newly introduced processes. We also provide more detail on the model-based causes for the simulated trends across a climatic gradient as a means to test the nutrient responses to different climates (S6-S8). In addition, we have completely revised the parameter sensitivity section and revised the model description in the SI.

We have addressed the open-access problem of the code by removing the requirement for active collaboration with our group such that we can now make the scientific code of the model available via a GPLv3 license. However, the software infrastructure remains subject to a MPI-software license agreement. The code is now available for registered users via a git repository: https://git.bgc-jena.mpg.de/quincy/quincy-model-releases

To comply with the requirement to make an anonymous code review for the reviewers possible, we have deposited the code also here:

https://oc.bgc-jena.mpg.de/index.php/s/2QAGC1Vi24LdJ4C

Password: QUINCY4GMDreview2019

We hope that you will consider taking this manuscript to publication.

On behalf of the authors,

Tea Thum
Below are the answers to the reviewer comments, followed by the difflatex-files for the main manuscript and the supplement. Due to difficulties in producing the difflatex-files, the Table 2 and 3 are not showing, even though those have been changed completely.

**Answer to the Anonymous Reviewer #1**

The reviewer comments are in bold, and the replies in regular font.

Thum et al describes a new terrestrial biosphere model, called QUINCHY, and presents a first evaluation of the carbon, nitrogen and phosphorous cycle against site-level data. Although the quality of what has been presented is good, I'm concerned about what has not been presented in the manuscript and its supplement: (1) the benefit(s) of starting a new terrestrial biosphere model, (2) the impact of the “consistent model formulation” (as called by the authors), (3) a clear overview of what makes QUINCHY stands out among the existing terrestrial biosphere models, (4) an evaluation of the energy and water balance, and (5) the target/criteria used to decide that the model's performance is “acceptable”.

We thank the reviewer for the feedback on the quality of the paper and for pointing out things that need some improvement in this manuscript.

(1) The authors remind the readers that “Many process-based models of the terrestrial biosphere have been gradually extended from considering carbon-water interactions to also including nitrogen, and later, phosphorus dynamics.” and state that “This evolutionary model development has hindered full integration of these biogeochemical cycles and the feedbacks amongst them”. Although I fully agree with the first part of their assessment, models like CLM (10.5194/bg-11-1667-2014), CABLE (10.5194/bgd-6-9891-2009; 10.5194/gmd-2017-265), ORCHIDEE (10.5194/gmd-10-3745-2017) and JSBACH (10.5194/bg-9-3547-2012) show that the second part of the statement needs to be toned down unless the authors can provide evidence in support of their claim. The current presentation contains no elements that demonstrate that the technical and/or scientific performance of QUINCHY was only possible due to the fact that the group started their model developments from scratch. Most of the groups that maintain and develop a terrestrial biosphere model that has a history that goes back to over a decade are likely to have considered a rewrite of their model at one point. Most of these groups, however, decided to continue with “evolutionary developments”. If this evolutionary approach really hinders scientific progress (as the authors seem to claim), this is an important message but it should be supported by evidence.
We agree with the reviewer that the statement can be read to say that science itself would be hindered due to evolutionary model development, for which there is likely no citable evidence. We have therefore clarified this statement in the revised manuscript. In particular, we have toned down the abstract (p. 1, lines 3-6):

"Here, we present a new terrestrial ecosystem model, QUINCY (QUantifying Interactions between terrestrial Nutrient CYcles and the climate system), which has been designed from scratch to allow for a seamless integration of the fully coupled carbon, nitrogen, and phosphorus cycles with each other and with processes affecting the energy and water balance in terrestrial ecosystems."

Without referencing the evolutionary approach at this level. We do not mean to suggest that evolutionary development of models necessarily results in inconsistent or inferior model results, but rather to justify our own choice for developing a new model to reduce the caveats of being prisoner to a structure dictated by the needs of the water and carbon cycle only calculations. In the introduction, we motivate our approach stating (p. 2, lines 26-30):

“One important obstacle to such an approach is the gradual development of terrestrial biosphere models, which implies that new features, such as processes describing the dynamics of the N or P cycle, have been added to existing, carbon-cycle only land surface model formulations. This evolutionary approach can result in a situation where assumptions that were made in earlier versions of the model are incompatible with the new assumptions, or that the old model structure cannot appropriately accommodate new structures, therefore limiting the ability to take new ecophysiological understanding into account.”

And further in (p. 3, lines 18-23) of the Introduction:

“The QUINCY model contains entirely newly written code, although certain process representations are adapted from literature and previous models, including but not limited to OCN (Zaehle and Friend, 2010) and JSBACH3 (Roeckner et al., 2003). This new code approach allows for an appropriate separation of model infrastructure (e.g. memory allocation etc.) and scientific code, a better integration of model components, and thereby to include an internally consistent representation of ecosystem processes and in particular nutrient effects on plant photosynthesis, growth and soil organic matter turnover through the inclusion of a common set of underlying hypotheses.”

We would like to point out that adding nutrient dynamics to a model introduces dependencies between model compartments that are typically less tightly connected in carbon only land surface type models, e.g. through the dependence of soil organic matter decomposition on nutrient availability, and therefore directly on plant nutrient uptake and productivity. These additional dependencies are sometimes in conflict with the pre-existing model structure, such that including nutrient cycles either requires substantial code restructuring, or scientific compromises in the extent of nutrient effects represented by the model (e.g. the need to
assume that certain processes have priority over others, because they are calculated sequentially in the model). It is this complication and limitation that we were referring to when we wrote that evolutionary model development prevents full integration of nutrient dynamics, because taking account of all the interactions between nutrient dynamics and carbon and water cycles suggests that a fresh implementation has advantages and allows for a full and consistent representation of nutrient effects.

(2) It is mentioned several times that QUINCHY has “a consistent representation of element cycling in terrestrial ecosystems”. It remained unclear to me what is meant by this. Towards the end of the manuscript I was under the impression that “consistent” referred to the fact that all processes in QUINCHY are calculated at the same half-hourly time step. Although I can appreciate that such an approach makes the code easier to read and maintain, I’m less sure this approach can be claimed to be “consistent” because the time step of the model itself is still arbitrary (1800 seconds) when compared to the actual time step of the processes. Moreover, the idea to use different time steps for different processes has been justified by a more efficient use of limited computer resources. This far most terrestrial biosphere models favored speed above accuracy for the calculation of the non-linear processes. The QUINCHY group choose to trade computer time for an expected increase in accuracy. Can you demonstrate that there was an increase in accuracy? Based on your experience and findings can you recommend other groups to make the same choice? Will you maintain this “consistency” in the near future when adding landscape-level processes to the model such as plant biogeography and disturbances?

We agree that in the previous version of the manuscript, the word “consistent” has been used too loosely. With consistent representation we were referring to the representation of nutrient feedbacks with a common set of hypotheses on how plant growth (through the nutrient effects on photosynthesis or respiration), short to long-term labile carbon and nutrient storage as well as the interaction between plant N uptake and soil organic matter decomposition are considered. Such consistency is not necessarily maintained in other models, in which for instance, nitrogen limitation operates on different timescales to affect soil processes or plant growth (e.g. Xu-Ri et al. 2008), or in which N affects photosynthesis (e.g. CLM5, which employs the FUN model, with the intrinsic assumption of constant leaf C:N, while the model actually simulates flexible C:N). In the revised manuscript we now write (p. 3, lines 21-23):

“to include an internally consistent representation of ecosystem processes and in particular nutrient effects on plant photosynthesis, growth and soil organic matter turnover through the inclusion of a common set of underlying hypotheses.”

While we have the same timestep for all model processes, our intention was not to state that this was the only reason for “consistency”. In fact, some processes respond on different timescales, through time-averaging of driving variables and therefore their influence on the ecosystem state is smoothed. We demonstrate the effect of these lagged responses at the
example of the control of nutrient uptake in Figure S2. We do not imply that the half-hourly timestep is strictly required for this type of biosphere model, but we do expect that there are benefits from using such an approach, for instance, because it avoids the need for latent pools, in which carbon and other elements need to be stored temporarily to link processes on short-time scale (such as photosynthesis and respiration), with that operating at longer-time scales (vegetation growth and dynamics). This physical consistency of pools and fluxes reduces the need for numerical fixes to maintain mass balance, which are one key obstacle in biosphere models operating on different time-steps, and such an approach is strictly necessary for the accurate calculation of changes in isotopic composition of the biosphere. We expect to maintain this time-scale consistency also in future model versions, but remain open to simplify model structure, if we can prove that the simplification does not entail any relevant loss in calculation accuracy.

Given the modular design of QUINCY, we will be able to test the importance of the detailed versus lumped representation of processes when scaled to larger scale. This is something that will hopefully be valuable also to the other groups in the community.

(3) The authors claim that QUINCHY is a new model. Although I have no doubt that this assessment is correct from a technical point of view, it is less clear whether this is also true from a scientific point of view. It would be interesting to present the family tree of QUINCHY as it seems to be strongly inspired by O-CN (10.1029/2009GB003521). When thinking about weighting models in the IPCC context (10.1038/s41558-018-0355-y), would you argue that QUINCHY is independent or do you expect similarities with for example ORCHIDEE (10.5194/gmd-10-3745-2017) in which the C and N-cycle seems to be very similar to the one used in QUINCHY. If I understood the model legacies correctly, O-CN partly relied on ORCHIDEE and subsequent versions of ORCHIDEE (10.5194/gmd-10-3745-2017 and 10.5194/gmd-2018-261) relied on O-CN. Given that QUINCHY adopted many approaches from O-CN is it fair to assume that both models are likely to have some similar behavior? As a reader it is not clear at all what makes QUINCHY unique. After reading the current manuscript and its supplement, I expect that prospective model user will still have no idea when they should choose QUINCHY over CABLE, CLM, ORCHIDEE, JULES, JSBACH, . . .

While it is true that the QUINCY model has some commonality with the O-CN model (e.g. the photosynthesis scheme), the two models differ in fundamental aspects (e.g. the representation of labile pool dynamics and the competition of plants and soil organisms for nutrients, representation of vertical soil profiles, which affect the response of soil processes to perturbations). We have revised the manuscript’s model description and the SI be clearer about which aspects of QUINCY derive from O-CN, and which are new (see also our response to reviewer #3). Given these differences, we do expect that the QUINCY model results can be considered as independent from O-CN. We would like to highlight that there are a number of important differences between the ORCHIDEE and O-CN models (in terms of the
photosynthesis and allocation schemes and the representation of stand-level vegetation
dynamics), such that these models should also be considered as independent.

We have highlighted in the manuscript the processes that are considered novel. In this
manuscript, we provide a model description and first evaluation to lay the groundwork for future
studies evaluating the novel aspects and features of this model, and only together with these
studies (which as reviewer #3 points out merit a scientific paper on their own) it will be possible
for the wider community to decide as to whether the QUINCY model is an interesting and valid
contribution to the ensemble of terrestrial biosphere models.

(4) Although the SI presents the formalisms used to simulate the water and energy
budgets, these processes are not at all discussed in the manuscript. The whole point
of having a terrestrial biosphere model (especially when it will be coupled to a general
circulation model which is the case for QUINCY) is that the terrestrial biosphere model
links carbon, nutrients, water and energy cycles in a quantitative way. In my opinion,
the most telling evaluation targets for a terrestrial biosphere model are those showing
the skill of the model in jointly reproducing two or more cycles. Such analyses has not
been presented.

We agree that it is important to show two or more cycles jointly, which is why we show the
model behaviour with different biogeochemical coupling, ie. the carbon only version alongside
the carbon and nitrogen as well as the carbon, nitrogen and phosphorus versions, and provide
metrics of carbon, nitrogen and phosphorus cycles at selected sites. We choose to not show a
detailed evaluation of the water and energy cycles in this paper, as these processes are not the
main target of the model development, and the representation of these cycles will very likely be
replaced after the coupling with ICON. Nevertheless, to address this concern, we have added
an evaluation of the simulated latent heat fluxes to the FLUXNET analysis already presented in
Figure S5.

(5) The evaluation is sound but routine meaning that no clear effort was made to go be-
yond the typical “acceptable performance” where “acceptable” remains undefined and
“performance” is limited to a RMSE or a correlation. I do realize that this represents
a common modus operandi in the community but the tools and data exist to do better.
Hence, there is no excuse for a leading journal as GMD not to raise the bar by insisting
on more ambitious evaluation practices. Could you, for example, set quantitative
targets, i.e., reproducing 95% of the seasonal cycles in addition to 50% of the resid-
uals data structure (i.e. observations minus the seasonal cycle)? Or using a simple
purely climate driven statistical model as the reference to beat? Subsequently, quantify
whether these targets were met or not. The statistical methods for such an approach
are available and have even been proposed for spatially explicit analysis (see SI of
10.1038/nature02771). Furthermore, the study somewhat overlooks the concerns of
the community who wants to learn about the performance of QUINCHY who presents
itself as “the new kid in town”. From a community point of view it would make sense
to run the model through the ilamb benchmarks (10.1029/2018MS001354) and compare QUINCHY’s performance relative to what is considered state of the art within the community (in addition to the evaluation shown by the authors).

In this paper our aim is to introduce the model and present its functionality and in the revised version of the paper we will aim to better illustrate the underlying novel processes so that the high level model evaluation can be better understood. We agree with the reviewer that the model evaluation is very important, but we chose to follow reviewers #2 and #3, who requested more emphasis on illustrating the new model characteristics because this is what is novel in this study. While this is a more qualitative way to look into the model’s behaviour than rigorous numerical benchmarking, we believe that this is nonetheless helpful to judge model performance. We note that many of the suggested benchmarks apply to global evaluation, which will be important for future studies.

We have added a sentence mentioning the importance of proper benchmarking exercises to be done in (p. 16, lines 14-15) in the conclusions: “This integration will also allow more comprehensive and rigorous benchmarking against a wider variety of data products.”

**Answer to the Anonymous Referee #2**

The reviewer comments are in bold, and the replies in regular font.

This manuscript describes a new model of biogeochemical and biogeophysical cycles. The motivation for the model is to build (from the bottom-up) a comprehensive model of these cycles that incorporates the latest ecophysiological understanding, rather than bolting new processes onto an old/existing TBM. This is an ambitious (and worthwhile) task, and the new model has some exciting aspects and functionality compared to the present generation of models. The authors highlight the major/novel advances in QUINCY as: source/sink dynamics enabled through fast and slow non-structural carbohydrate pools; including N and P limitation in initial model development; lagged responses to instantaneous variations in climate; explicitly resolved vertical soil processes affecting litter and soil organic matter; and novel diagnostics to enable model Evaluation.

We thank the reviewer for this assessment and for the recognition of this work’s importance.

After reading the manuscript, I still have some questions about how the model performs, and the results section could better highlight these core processes and developments and their emergent behaviors in the model. I think the manuscript would benefit from re-organizing the results around these 5 themes. I’m sure each of these could warrant a whole study on their own, so I’m only suggesting some simple plots to exhibit the model behavior in these areas. This is already done for the nutrient limita-
tion (although further displaying the process-level results mentioned on Page 11 Lines 13-16 would be informative) and an example using isotopes. It seems to fully document the model, the other major advances included in QUINCY should be illustrated. For example, when does down-regulation of photosynthesis due to sink-limited occur (Also as mentioned in the SI Page 8 Line 9-12: under what conditions are severe C deficit likely to occur to down-regulate respiration?)? What is the impact of the temperature acclimation on photosynthesis and respiration (some plots of GPP and Ra vs average temperature)?

We thank the reviewer for these suggestions that have helped to illustrate the characteristics of the model better. The re-organizing of the results section along the five mentioned topics seems challenging, because we do not have evaluation data for all the aspects mentioned by the reviewer. We therefore prefer to keep it this way, as it is currently organized by evaluation data source and we find this order logical and easy to follow.

We have followed the suggestion by adding a number of conceptual plots (Figures S1-S4) illustrating the effect of sink limitation, the effect of lagged responses, and the effect of explicitly considering vertical soil structure to the description of the model in the Methods Section. We did not include a presentation of the effect of down-regulation of maintenance respiration under severe labile C stress, because all of the ecosystems simulated in this study were in climate zones, where such a deficit did not occur. Specifically, we write in the Methods and Results sections:

i) sink limitation now shown in Figure S1, as described in p. 5, lines 10-12:

“In addition, photosynthesis can become downregulated due to sink limitation, if nutrient or water availability or low temperatures limit growth and cause accumulation of photosynthates in the labile pool (Hartmann et al., 2018, see Fig. S1 for an example).”

ii) Lagged environmental responses, now shown in Figure S2, as described in p. 5, lines 15-18:

“Rather than relying on instantaneous plant demand, the response of plant nutrient uptake to plant demand is modelled as a lagged response (of a few days) to balance short-term fluctuations in photosynthesis and soil nutrient availability and to represent memory effects in the plant’s control of its nutrient uptake (SI Sect. 1, Fig. S2).”

iii) Effect of vertically layered soil, now shown in Figure S3, as described in p. 7, lines 10-14:

“As an example of the benefit of QUINCY’s modular approach, Fig. S3 shows that the explicit representation of the vertical soil profile, compared to a zero-dimensional, lumped soil approach, has little effect on the seasonal course of heterotrophic respiration. However, it does affect the simulated nutrient dynamics because of the explicit separation of a nutrient
immobilisation in the litter dominated layers from the gross-mineralisation dominated soil layers with a proportionally higher content of soil organic matter."

iv) The effect of temperature acclimation of Jmax on GPP, now shown in Figure S7, as described in page 11 lines 15-17:

"While the acclimation of photosynthesis to growth temperature does matter at the diurnal time-scale particularly on cloudy days (Figure S7), the positive and negative effects cancel each other out at the long-term annual mean, and therefore plays no role in the simulated GPP-MAT relationship."

v) The effect of temperature acclimation of respiration on GPP and Ra, now shown in Figure S8, as described in page 11, lines 17-19 as:

"Despite a notable decline of maintenance respiration in higher temperatures due to the acclimation of respiration to growth temperature (see Figure S8), the spatial trend in simulated CUE is predominantly driven by MAT (Fig. S10)."

Also I can see the benefit of the uncertainty analysis but it is hard to put these results into context when most of the variables or the parameter values shown in Figure 8 are not otherwise discussed in the text.

We have completely rewritten the text describing the sensitivity analysis to be more focussed on the relevant of individual processes and parameters, adding a supplementary table S1 giving details on how specific simulated model quantities respond to parameter variations, as well as Figure S12, which illustrates the co-variation of simulated model quantities with each other. To further clarify the presentation of the results, we have added color coding to the variable names in Table 3, which links them to certain processes and the rank-transformed partial correlation coefficients to the table.

Specific Comments

Page 4, Line 26: Are the leaf chlorophyll and N concentrations updated variables in the model?

Yes, these are state variables. This is presented in the SI section M2.1. We have expanded the model description in the new version of the manuscript and will also clarify this point in the main manuscript part, and not only in SI. Now this point is clarified in the main text on p 5 l 5-8 as:

"Photosynthetic parameters, including chlorophyll content, further are assumed to depend on leaf N concentration (Friend et al., 1997). As foliar mass and N concentrations both respond to soil N availability (Vicca et al., 2012; Hyvönen et al., 2007; Meyerholt and Zaehle, 2015), this"
causes canopy photosynthesis to be directly affected by soil N availability in addition to meteorological variables.

Page 8, Line 24-25: It’s not clear to me how the short-term uptake is not affected, if the mid-day GPP values are lower with nutrient limitation? This is also mentioned on Page 11 Lines 16-17.

We have rephrased this sentence to say (p. 9 | 24-27): “In other words, the effect of diurnal and seasonal variability in soil nutrient availability is buffered through the labile and reserve storage pools in the vegetation, such that it affects vegetation gross carbon uptake only via slow processes such as foliar nutrient and allocation changes, but has no effect on variability at the daily to weekly time-scale.”

And (p. 13 | 35-37)

“However, short-term diurnal or sub-seasonal shortage of soil nitrogen or phosphorus does not directly and instantaneously affect simulated productivity because of the buffering introduced through the labile and reserve storage.”

Page 8, Line 25-26: Which experiments do these $r^2$ values refer to?

The $r^2$-values here refer to C and CN(P) experiment values (CN and CNP experiments have identical $r^2$ values) and what improvements took place between these two. We have made this part of the text clearer.

The modified text reads now (p. 9, 31-33): “There is little overall effect of the nutrient cycles on the correlation between half-hourly simulated and observed GPP at FI-Hyy (all versions: $r^2=0.76$), FR-Hes (all versions: $r^2=0.63$), and BR-Ma2 (all versions: $r^2=0.67$), and only a minor reduction for AU-Tum ($r^2=0.70$ versus 0.65 for C and CN(P), respectively).”

Page 9, Lines 19-24: It’s interesting that the P cycle is not having an impact on the tropical sites, as would be expected. What is the reason for this?

We have explained the causes for this in the discussion section, now in p. 14 l. 16-20. The reasons include efficient recycling of the P in the litter layer, as well as unknown initial soil concentration of plant available P and uncertainties in the rate of P weathering. As these were already mentioned in the older version of the manuscript, not in the Results section to where the reviewer is referencing here, but in the Discussion section, we rather leave it the way it was earlier in the revised version.

Table 2: This is a lot of information which is difficult for the reader to evaluate what it means in terms of model performance. I’m not sure it’s all necessary to include here. Do each of these stocks and fluxes have corresponding representation in Figure 1? It
could be possible to show these results graphically, reproducing Fig. 1 for each site but to add the observed values when they are available.

Taking into consideration also the comments from Reviewer #3 to this table, we have changed it so that it shows the observed and modelled values for GPP, TER and leaf C:N-values for these sites. The reason we showed the whole CNP budgets in the old version of the table was to highlight that the model is giving realistic and reasonable values for all parts of the nutrient cycles. However, now with the added plots that were suggested by the reviewers, we believe that this will be shown through those.

Table 2 has been modified along with its discussion in the Results section in p. 10 | lines 9-16:

“Table 2 summarises the observed and simulated GPP, total ecosystem respiration (TER) and foliar C:N with the CNP version of the model for these four FLUXNET sites, calculated for the time period of the flux observations (Table A1). The annual GPP from the CO2 flux observations is in line with the modelled values for FI-Hyy and FR-Hes, while productivity at BR-Ma2 is somewhat overestimated, and strongly underestimated at AU-Tum. The TER is somewhat overestimated for FI-Hyy and FR-Hes, and strong overestimation occurs at BR-Ma2. At AU-Tum the TER is underestimated. Simulated foliar C:N was within the observational range reported in the La Thuille database (NOA, 2007) for all four sites. Observations for nutrient availability and fluxes are not consistently available across these sites.”

SI

Equation 1: Could you provide examples of where these lag effects occur later in the set of model equations?

These lag effects take place e.g. in the response of photosynthesis, respiration and nutrient uptake to their driving variables, but also in labile pool dynamics and phenological processes. We have explained this better in the SI text, and added the equations, where these lag effects occur, to the Table 1.

Equation 6: What is the reason for using Tair to model leaf photosynthesis instead of leaf or canopy temperature?

At the moment, QUINCY does not calculate leaf or canopy temperature in the model, but only the bulk surface temperature (as do other land surface model such as ORCHIDEE and JSBACH). We will separate the canopy and soil energy balance in a future version of the model.

Now we mention this explicitly in the SI p 4 l 13-14 as: “Note that the current version of QUINCY does not include a representation of canopy temperature and we are therefore using air temperature for all aboveground processes.”
Page 4 Line 8: Should this be “excessive soil moisture stress constraints”?

Yes, thank you, this has been corrected.

Equation 46: Is there an equation for $S$ somewhere that I have missed?

We have now clarified that $S$ is updated according to this equation starting from a set initial value in p. 14 | 23.

**Answer to the Anonymous Reviewer #3**

The reviewer comments are in bold, and the replies in regular font.

We would like to thank the reviewer for their in-depth and detailed comments. We largely agree with the suggestions and respond to each in turn below.

This paper presents a novel model (named QUINCY) for the coupled cycling of carbon, water, N, and P in terrestrial ecosystems. This is a substantial contribution to a relatively small set of available models with a comparable scope: possible global applications [although only site-scale simulations are presented here], mechanistic representation of processes that determine the response of the terrestrial biosphere to global environmental change, applicability within a Earth System Modelling framework. The model is evaluated with respect to GPP and NEE data from FLUXNET, NPP/GPP ratios from paired FLUXNET and forest inventory data, and foliar d13C - a proxy for leaf-level water use efficiency.

The main innovation of the present model lies in the coupled representation of N, P, and C cycles; and in the model’s entirely (?, please clarify) newly written code, that is designed in a modular way (p. 3, l.19) and allows for an appropriate design of the basic model structure to accommodate the new modelling capacities of simulating interactive carbon and N/P cycling as opposed to adding respective processes onto a “first-generation” C-only model. Parts of the model, however, are process parametrisations that are implemented as such in other Dynamic Global Vegetation Models (see also comments below).

The model is entirely newly written code. This is now mentioned in p. 3 | 18-23: “The QUINCY model contains entirely newly written code, although certain process representations are adapted from literature and previous models, including but not limited to OCN (Zaehle and Friend, 2010) and JSBACH3 (Roeckner et al., 2003). This new code approach allows for an appropriate separation of model infrastructure (e.g. memory allocation etc.) and scientific code, a better integration of model components, and thereby to include a consistent representation of
ecosystem processes and nutrient feedbacks through the inclusion of a common set of underlying hypotheses.”

The model is designed in a modular way, with more detailed in the revised version given in the SI Section M1.2.

We have improved the model description in the main text and the SI to make more clear where concepts have been borrowed from other models.

It is highly challenging for a reviewer to assess whether the present model is appropriate and accurate in simulating all key processes that determine the coupled C, N, P, and water cycling. Especially given the immensity of the number of equations and parameters implemented in the model (see SI). Therefore, I'm trying to evaluate how far the present paper got me to being convinced that this model works. In summary, I am convinced that this model is a highly valuable contribution and that its description should eventually be published in GMD. I am less convinced that the model works (practically and off-the-shelf) and can be used by the wider community, since the code is not made fully publicly accessible (“The source code is available online, but its access is restricted to registered users and the fair-use policy stated on https://www.bgc-jena.mpg.de/bgi/index.php/Projects/QUINCYModel. Readers interested in running the model should contact the corresponding authors for a username and password.”). Therefore, I could not apply the model myself and my assessment is merely based on the descriptions in the text. I am always disappointed to see model code not being made fully open access along publications in GMD (an open-access journal!). In that sense, and very strictly speaking, what is the purpose of a publication in GMD? Shouldn’t such a model description just remain an internal technical document then? I leave it to the editors to handle this and will evaluate the further aspects of the paper assuming that the editors support non-open access code in GMD.

We are grateful for this assessment, and apologise for the lack of code accessibility. We would like to point out that we have made the code available to editors and reviewers of this manuscript by sharing access details to a complete tar-ball on the institute’s servers. The QUINCY model code will be available under a GNU public license (GPL v3) upon publication of this manuscript. The access to the code will be restricted to registered users, because the scientific code of QUINCY model relies on technical infrastructure (e.g. memory and tile handling) provided by software developed by the MPI for Meteorology in Hamburg, which is subject to acceptance of the institutional MPI-ESM software licence.

Below, I’m listing a few MAJOR points that I would like to see addressed in a re-submission, followed by a number of MINOR points that I hope would improve the manuscript.

1 MAJOR
1. Evaluation. It is a practically impossible task to comprehensively evaluate a model that simulates virtually every important process that operates in a terrestrial ecosystem (and is typically represented in comparable models). I also consider that a complete and detailed description of the model itself may be the main part of a GMD paper, and that the evaluation with data may be secondary and addressed by further studies. However, as the paper is designed now, the “meat” is in the SI (all equations and parameter values), while the main text provides a rather brief description of basic model concepts and approaches in intuitively accessible language, and provides a rather brief evaluation against a small set of observational data and an overview of the model sensitivity. I think this is generally a good form of presentation.

Thank you for this assessment.

However, the evaluation becomes a central point of the paper and the evaluation presented here is relatively slim. The key challenge is to identify what we learn from including N and P cycling and limitation in a vegetation model and to identify key phenomena that can only be explained with including nutrient cycling (What are the key phenomena that can only be explained with including nutrient cycling?).

The reviewer is correct that the main purpose of nutrient enabled biosphere models is to address the key scientific challenge noted above, and it is our intention to study exactly this challenge using QUINCY in the future. However, in the manuscript we presented the structure and provided essential background information that any model is required to meet even before the question of nutrient cycling is addressed. Of course, performing a sequence of dedicated model experiments is an important task. However, we believe that introducing the model, adding the necessary assessment of the overall model performance in transient but not manipulation setting and providing a sensitivity study is already providing a lot of material for a reader to digest and consequently that that we would overload readers by adding a complete set of nutrient fertilisation benchmarks, each with their own uncertainty and requirement for detailed discussion. We have therefore opted to present some key features, so as to provide a background for a number of in-depth studies evaluating the nutrient cycling effect in QUINCY at site and global scales.

We have followed the reviewer’s suggestions to add more “meat” to the manuscript by better introducing the novel concepts of the model in the model description, providing case studies (new figures S1-S3) to illustrate some of the newly introduced processes, we provide more detail on the model-based causes for the simulated trends across a climatic gradient as a means to test the nutrient responses to different climates (new figures S6-8). In addition, we have completely revised the parameter sensitivity section, providing a better narrative as to why certain parameters matter (adding a supplementary table), how this relates to variability in the
model output (adding a supplementary figure to illustrate the co-variation between the model output parameters).

I was intrigued by the evaluation of carbon use efficiency, CUE (Fig. 6c) but would have liked to understand more about why the model captures the overall magnitude of observed values, but does not explain the substantial variability in observations within vegetation types (e.g. NE forests).

The QUINCY model is driven by meteorology, soil texture and atmospheric deposition of nutrients, but does not consider other factors that might contribute to within-PFT variability of CUE, such as site fertility not related to N and P availability, soil pH, site history, and species-level effects on CUE. Such discrepancies have been previously recorded for other similar models.

Some of these points have been addressed in the fifth paragraph in the previous version. However, soil pH was not mentioned there, and we have now added it in p. 15 | 12-13: “Finally, the intra-PFT variation of observed CUE likely depends on other site-specific factors that affect site fertility, which are currently not adequately represented in the model, such as the effects of soil pH, site history, and species-level variability."

I would also like to see how foliar stoichiometry, C allocation, the root:shoot ratio, soil respiration, or N fixation change across climatic and N (and P)-deposition gradients and how it (broadly) compares to observations. These processes have been identified previously as key mechanisms that determine the coupled C and nutrient cycling (Medlyn et al., 2015). I was less convinced that the diurnal and seasonal GPP evaluation (Fig. 3) provides much insight in that respect. I suspect that the model can easily be tuned to match the magnitude of observed fluxes for each model setup (C, CN, CNP), and it is stated in the text that nutrient limitations do not affect diurnal and seasonal C dynamics (p. 11, l. 16).

While our model has not been tuned to any specific site, we agree with the reviewer that the evaluation based only on diurnal and seasonal GPP does not provide the necessary mechanistic insights. However, providing such an evaluation is still an important component of any biosphere model evaluation, given the challenges involved in coupling several biogeochemical cycles together.

To respond to the concerns raised, we have included a series of explanatory figures (S5, S6, S9-11) showing the changes of GPP, NPP, CUE, simulated foliar C:N stoichiometry, and N fixation across climatic and N/P deposition gradients, which are used to cast light into the simulated results, in p. 11 | 12-30:

“Underlying these results are the emergent sensitivities of ecosystem processes to the model drivers. Fig. S5 and S6 show that the large-scale gradients of simulated GPP and NPP are
largely controlled by mean annual temperature (MAT), with an additional clear effect of mean annual precipitation. For temperate and boreal forests, also N deposition is positively related to GPP and NPP. While the acclimation of photosynthesis to growth temperature does matter at the diurnal time-scale particularly on cloudy days (Figure S7), the positive and negative effects cancel each other out at the long-term annual mean, and therefore plays no role in the simulated GPP-MAT relationship. Despite a notable decline of maintenance respiration in higher temperatures due to the acclimation of respiration to growth temperature (see Figure S8), the spatial trend in simulated CUE is predominantly driven by MAT (Fig. S9). Trends apparent in the CUE response to MAP and N deposition as small and likely confounded by the MAT response. However, the general tendency of PFT-specific foliar C:N to decline with increasing N deposition (Fig. S10), something that is expected to happen based on observational evidence Hyvönen et al. (2007); Meyerholt and Zaehle (2015), suggest that the linearly increasing maintenance respiration rates per unit tissue drives whole-plant maintenance respiration up stronger than the saturating effect of increased leaf N on GPP, therefore reducing CUE with increasing N availability, counter to expectations (Vicca et al., 2012). The root to shoot ratio did not show strong dependency to any of these environmental variables (data now shown), probably contributing to the lack of a decline in CUE with declining N availability. Generally, PFT-wise foliar stoichiometry appears to be more strongly influenced by N deposition than MAT or MAP. This result occurs despite a clear dependency of the simulated biological N fixation on temperature and precipitation (Fig. S12), where the simulated range and response to climate drivers is consistent with the available evidence suggesting the highest N fixation in hot and moist environments (Fig. S11 Cleveland et al., 1999, 2013). In addition, in agreement with recent evidence, enhanced atmospheric N input suppresses simulated N fixation.”

Additionally, we include a series of more conceptual figures (S1-S3, S7, S8) to illustrate the role of photosynthetic sink limitation as well as the role of temperature acclimation, as suggested by reviewer #2.

We have furthermore clarified the nutrient limitation like to clarify that long-term N and P availability does affect the daily and seasonal maximum GPP, but short-term variation in nutrient availabilities do not affect the shape of the diurnal or seasonal cycles, because of the lagged effect response of plant growth to nutrient uptake, p. 13 | 35-37:

“However, short-term diurnal or sub-seasonal shortage of soil nitrogen or phosphorus does not directly and instantaneously affect simulated productivity because of the buffering introduced through the labile and reserve storage.”

An explicit representation of chlorophyll (Chl) was included in the model in order to provide a useful diagnostic (with readily available Chl data), but no evaluation was shown.

We would like to highlight that the explicit representation of chlorophyll was not simply because it provides an additional observational constraint, but also because it allows for a more realistic
simulation of the photosynthetic light-response, as described by Kull & Kruijt 1998. While some chlorophyll data are available, largely from remote sensing products but also from site-level observations, these data are not straightforward to use in model comparison given the scaling problems involved in comparing model and observations. We will therefore make this a subject of a separate study which will further explore the assumptions and implications of the canopy representation within QUINCY.

We have updated the introduction to make clear that the evaluation of chlorophyll is not subject of this paper, p. 3 | l. 33 & p. 4 | 1-6:

“..., the leaf chlorophyll content is explicitly modelled from the leaf N to improve the simulated light response of photosynthesis throughout the canopy (Kull and Kruijt, 1998), but this will allow for novel ways to compare the simulation results with in situ and remotely sensed observations in the future.”

2. Sensitivity analysis. I am most interested to learn about which parameters the modelled variables X are most sensitive to, and not primarily about how much X varies when several variables are varied at the same time (which is shown now in Fig. 8 if I understand this correctly). Could the results of the sensitivity analysis be shown differently? Also, in my interpretation, the sensitivity analysis primarily reflects the choice of the range over which the model parameters are chosen to vary. Therefore, the conclusion on p. 10, l. 18 that “the model output (Fig. 8) is well constrained and centred around the results of the standard parameterisation” is mainly an implication of this choice. If the range over which the parameter values were sampled was larger, then the range of simulated variables would be larger (“less well constrained”). However, I agree with the authors that non-linear, interactive effects could lead to asymmetric simulated distribution. Anyway, I think this sensitivity analysis as presented now does not provide very useful information. Providing information about the sensitivity of modelled variables w.r.t. A selection of the most important parameters, and to clearly show which variables are most important in a figure, would be more useful.

We thank the reviewer for pointing out that the model sensitivity analysis has not been explored in a satisfactory manner, a point which has also been raised by reviewer #2. Fig. 8 is meant to illustrate the stability of model state variables, while Table 3 shows parameters ranked in order of importance. We agree that, as it stood, this table was hard to interpret. The Table has been revised to clearly show which parameter is linked to each process (e.g. photosynthesis, growth, soil biogeochemistry) and the implications of the ranking is now better discussed in the text, which has been completely revised. Instead of adding a large number of plots showing the correlation of output quantities to parameters, which given the large number of variables and parameters to consider would be hard to interpret, we have added Table S1, which details the correlation coefficients for a number of output variables.
We would like to point out that we did not intend to quantify the overall model uncertainty, but to test the overall stability of the model and its sensitivity to its parameters, given the large number of sometimes badly constrained parameters and non-linear equations. Defining realistic bounds for many of these parameters is a challenge, and 10% is large for some, but certainly too narrow for others. It is correct that a larger variation in parameter values would lead to a larger variation in model variables. However, we do believe that an assessment of the 10% deviation already gives a clear indication of whether a parameter is highly important or less, and that by using latin-hypercube sampling rather than an OAT approach, we can robustly assess model stability.

3. Model description - several points here:
• In the main text should provide an intuitively understandable description of the model, a characterisation of its behaviour, and a clear identification of the most important assumptions and choices made for model structure. This is done on p. 3 l. 1-18, however I would have liked to see this description more comprehensive and better referenced to the existing literature. In particular, I encourage the authors to make some of the central assumptions underlying the model more explicit, e.g. the following - if I’m correct:
  – A "sink limitation term" (function of temperature, soil moisture, and nutrient availability) is included on Vcmax and Jmax, Eqs. 7d.
  – Using air temperature for photosynthetic rates
  – Canopy N determines photosynthetic rates. This implies that photosynthetic capacity (A for saturating light conditions) is strongly controlled by N availability, and not by climate.
  – Biochemical (acting on Vcmax and Jmax) and stomatal limitations by low soil moisture considered
  – Acclimating basal respiration following Atkin et al., 2014
  – Resource uptake respiration depending on the form of N uptake (NO3 or NH4)
  – Root respiration scales with temperature but not with N or P uptake Capacity.

Response: This is true, however, as noted in the manuscript, root N uptake costs are explicitly accounted for.

  – Strict space constraint in forest stands by prescribing a maximum foliar projective cover. Constrains the number and size of individuals.

Response: There is a space constraint, but it is less strict than implied by the reviewer, because it depends on the actual foliar projective cover, which is a dynamic property depending on the number and size of individuals, but also their allocation strategy and realised individual leaf area index per unit crown area (see Sitch et al. 2003).
– SOM turnover is N limited.

Response: Because of the stoichiometric parameterisation, the decomposition of SOM is not N limited, but the decomposition of litter is N (and P) limited. This is a basic functionality inherited from the Century model approach

– Labile pool dynamics determined by sources and sinks, sink limitation on growth by temperature and soil moisture

Response: Sink limitation also occurs because of nutrient limitation.

– P just limits (imposing a “cap”) growth (unlike N which also regulates the photosynthetic capacity)

These are indeed some of the main new assumptions in QUINCY, and we once again thank the reviewer for the in-depth analysis of the paper. We have followed this suggestions and have extended the model description to emphasise these points as well as further references where needed. Please see revised Section 2.1 for details.

• Model structure (and complexity): The model contains a very large number of parameters and it remains unclear how the parameters can be constrained from observations, or whether they are relatively well known from independent measurements. E.g., the fraction of C allocated to fruit production (Eq. 29) seems enormously complex. Is the complexity chosen here always necessary?

We agree with the reviewer that although we did try to keep the model simple, it does contain a large number of poorly observable parameters describing scaling or response functions. This fact was the motivation to include a hierarchical parameter sensitivity study to test whether any of the poorly unconstrained parameters will have a strong influence on key model predictions. The fact that it does not, does not imply that these parameters are a sign of superfluous complexity, as they may well have an impact on particular time-scales or responses to environmental drivers. For instance, the complexity of the fruit allocation equation results from the new concept of this model (compared to other dynamic global vegetation models) that fruit production matters for the re-establishment of new individuals (requiring that there is a minimum allocation to fruits), in combination with the representation of daily allocation, which prevents the application of the typical constant allocation to fruits, as this would result in a disproportional allocation of reserves to fruits at the beginning of the growing season, and therefore a delayed development of foliage. Another reason for using sometimes complex equations is that we decided to avoid latent model complexity by for instance not allowing for hidden biogeochemical pools to buffer short-term flux variability, as commonly done in other models, we were forced to implement scaling equations to accommodate these short-term flux variations. The structure of any single equation can be debated, and alternative models might be applied with similar outcome.
Some of the processes and parameters introduced can potentially be constrained by additional data (e.g. the labile and reserve dynamics can be constrained in principle by measurements of non-structural hydrocarbons, and carbon isotope tracer studies), and we plan to use the QUINCY model to use these additional data sources in future studies. As the reviewer has pointed out, many of these evaluations require a scientific paper on their own. We agree with the reviewers concern that not all parameters of this model (or in any other terrestrial biosphere model) are constrained by observations, which introduces uncertainty in the model outcome. This fact calls for the need to perform parameter ensemble simulations wherever possible to ascertain the robustness of the model finding.

Equations are presented mostly without reference to justify the choice of the model structure. It is unclear whether the structures of equations used to describe the many processes are adopted from other references, are grounded in fundamental laws that are sort of standard representations, or whether they are designed here for the first time. If so, it may require some additional words on the motivation. For example, the photosynthesis scheme in SI Sec. 2: Is it adopted from Kull Kruijt (1998) or what parts of what’s implemented here are new? Reference for N retranslocation upon heartwood formation (Sec. 3.5)? Many of the parameters are “shape parameters” of the functions used, and the systems dynamics may not be very sensitive to these.

In the revised version, we have added references where they were missing to explain the usage of previously published equations. We have furthermore clarified in the introduction of the supplementary material (p. 1 | 7-8) that:

“Where no explicit reference to other studies is given, the equations have been developed in this study.”

It is indeed correct that the overall system dynamics in general may not be very sensitive to many of the shape parameters, however, this is not universally the case, and specific threshold values for e.g. the onset of sink limitation on photosynthesis, or the downregulation of nutrient uptake given the labile nutrient constraint, can have important effects on seasonal fluxes, even if they do not have a major contribution to the overall uncertainty in stoichiometry or productivity. The parameter sensitivity study demonstrates that the model’s predictions are not strongly affected by such threshold values. However, it would be wrong to conclude that the shape of the response functions does not matter for the model predictions. A full analysis of the effect of these response functions is beyond the scope of this paper, but could be the subject of future studies focussing on the interactions of specific processes.

It would be useful to identify the most important feedbacks and discuss how these may shape the system dynamics in response to manipulations of temperature, CO2, N-input, etc.
It is certainly the purpose of the QUINCY model to provide such an assessment. However, this discussion is out of scope for this particular manuscript in which we document the model and its performance against a range of benchmarks. We have added a set of conceptual and explanatory figures to the SI to elucidate better the underlying processes and their climate and N deposition response. We feel that a discussion of the important feedbacks without providing a substantial evaluation against ecosystem manipulation experiments would be text-book style and not appropriate for a journal article, and as we have argued in our responses, adding a sufficiently detailed and sound assessment of the model against manipulation experiments is beyond the scope of our paper.

• Motivation and description of advantages of this new model:
  – Merit of model is described as “decoupling of photosynthesis and growth” (p. 11, l. 6). This is unclear.

We extended the presentation of this decoupling by more clearly motivating that it is well known that photosynthesis and growth are independently controlled (Körner, 2006; Faticchi et al., 2013), and added a supplementary figure S1 to demonstrate the effect of this decoupling (p. 5 | 10-12):

“In addition, photosynthesis can become downregulated due to sink limitation, if nutrient or water availability or low temperatures limit growth and cause accumulation of photosynthates in the labile pool (Faticchi et al., 2013; Hartmann et al., 2018, see Fig. S1 for an example).”

We also write in the discussion section now more clearly (p. 13 | 23-25):

“That there is an explicit decoupling of the growth processes from C-supply due to photosynthesis by accounting for temperature, moisture and nutrient constraints in the formation of new tissue, as opposed to the simpler treatment of these dynamics in Zaehle and Friend (2010),”

The present model structure allows testing whether this de-coupling has important implications for the simulation of long-term biogeochemical cycling, which we will do in a future study. What this approach already now allows to simulate is the ability of the model to temporally decouple carbon from nutrient uptake, and therefore allows for a more realistic simulation of seasonal cycles without having to rely on the heuristic representation of reserve generation under nutrient stress as commonly employed in other biogeochemical models.

– The model is described as “modular” (p. 3, l. 19), but then, the model description refers to specific model representations, not alternative ones within the same model. It remains unclear, what “modular” means in this sense.

We have clarified the nature of modularity now in the introduction (p. 3 | 30-32):

“We have formulated this model in a modular structure to facilitate the consistent testing of multiple hypotheses for one particular process, and to reduce the scope of the model (e.g.
separately simulating canopy dynamics, vegetation dynamics, or soil biogeochemistry) to study the impact of particular processes (see SI for details).”

And supplementary material (Section M1.2, p. 3 | 2-14):

“The code structure of QUINCY has been designed in a modular way, with two intentions.

Modularity regarding the scope of the model The model can be run configured as a canopy flux scheme (simplified representation of LAI dynamics given the phenology subroutines, full consideration of soil hydrology, surface energy, canopy radiation and photosynthesis), a stand-alone vegetation model (all of the canopy flux schemes, but with LAI dependent on vegetation growth and dynamics, however without biogeochemical soil feedbacks), a stand-alone soil biogeochemical model (driven by pre-calculated soil moisture and temperature as well as atmospheric and plant litter inputs), a configuration of any of the former without considering soil moisture constraints, and the fully coupled canopy, vegetation and soil model as applied here. This approach allows for testing the implications of particular processes at reduced model complexity.

Modularity regarding the ability to test different hypothesis regarding specific process representations that the subroutine structure of the model facilitates the testing of alternative process hypotheses. These include alternative assumptions about temperature acclimation, the vertical structure of the soil (bulk or one-dimensional with flexible numbers of layers), as well as submodules to be tested in future studies.”

We did not present the modular structure of QUINCY in the first version of the manuscript in detail, as it was meant to demonstrate the performance of the standard version of QUINCY, against which future studies relying on the modularity can be compared. In the revised manuscript we will take advantage of this structure to showcase for instance the effect of photosynthetic and respiration acclimation and the vertical soil discretisation.

2 MINOR

We thank the reviewer for the in-depth analysis of our paper and for reading the entire model description in such detail. We address all the minor comments below.

2.1 Main text

• p. 2, l. 3: “induce” instead of “provide”

Thank you, this has been changed.

• p. 3, l. 17 “nutrient uptake” instead of “root uptake”
Thank you, this has been changed.

• p. 4, l. 16: From what sources were these inputs prescribed? In particular: What is the source for rooting depth?

The sources of these inputs are described in Section 2.3.1 (we have added a reference to that section here). The source for the rooting depth was unfortunately missing from these descriptions, we thank the reviewer for noting this. We obtain the rooting depth from Jackson et al. (1996). This has been now added to p. 8 | 8.

• p. 4, l. 31: Description of plant nutrient uptake

We have broadened this section 2.1.1 on vegetation processes (p. 5 | 12-18):

“Plant nutrient uptake is assumed linearly dependent on fine root biomass density for each soil layer, and follows a Michaelis-Menten parameterisation to simulate the effects of soil soluble NH$_4^+$, NO$_3^-$, and PO$_4^{3-}$ concentrations (SI Sect. 4.5, Zaehle and Friend, 2010). As in Zaehle and Friend (2010), plant internal nutrient demand can up- or downregulate uptake, but rather than relying on instantaneous plant demand, the response of plant nutrient uptake to plant demand is modelled as a lagged response (of a few days) to balance short-term fluctuations in photosynthesis and soil nutrient availability and to represent memory effects in the plant’s control of its nutrient uptake (Fig. S2).”

• p. 4, l. 22: turnover at two time scales: What is the motivation and the effect of this fast nutrient turnover and resorption/remobilisation to/from the labile pool?

The fast nutrient turnover is based on the observation that the Rubisco and other photosynthetic molecules break-down at a faster rate than the lifetime of a leaf, leading to seasonal variations in foliar nutrient concentrations, as the reflux of nutrients into the leaf are based on the current availability of nutrients for leaf growth as discussed in Zaehle & Friend 2010.

We have now added further explanation of this to the text in p. 6 | 9-13:

“Tissue turnover is considered at two time-scales: (i) the rapid breakdown of enzymes (N) and associated RNA (P) from tissue, and their ensuing replacement from the labile N and P pools (recycling; at the time scale of days, Zaehle and Friend, 2010), which allows for seasonal changes in tissue nutrient concentrations; and (ii) the senescence of entire tissues and their conversion to litter, including the resorption of nutrients from foliage (SI Sect. 3.9).”

• p. 6, l. 9: ‘Microbes’ or ‘microbial’ is mentioned at several instances, yet a microbial biomass pool is not explicitly modelled. Please specify how this is
We apologise for the confusion. The text has been revised to avoid using the word microbial or microbes unless it refers explicitly to the microbial processing of soil organic matter.

• p. 9, l. 3: Table 2 does not provide information about model performance. Can it be replaced by something that gives insight into performance?

Taking into consideration this comment (also the one below) and comments for Table 2 from Reviewer #2, we have decided to redo this table, by showing observed and simulated values of GPP, TER and leaf C:N -values for these four sites.

• p. 9, l. 5: Should mention modelled value next to observed value in the text.

In this version of the manuscript only the modelled values were in the table. In the new version we list both modelled and observed value in Table 2, and don’t have their values in the text.

• p. 9, l. 18: Is there no data available to support this statement?

We are here referring to values of normalized standard deviation, that was not unfortunately clear in this context. The point we here try to make is that the modelled standard deviation was changing mostly because of model-data differences in the seasonal maximum values of the fluxes. We don’t really see how we could use data to support this, since this is just a characteristic of the model behavior.

• p. 10, l. 22-23: How does this statement relate to the results shown in Fig. 8?

The reviewer is referencing to the statement “The model shows, as expected, clear dependencies between the rates of net N and P mineralisation, GPP, and carbon stock in vegetation and soil.” We agree that this sentence can be confusing in this context and have added a new figure to highlight the dependencies between N mineralization and other variables in the LHS (S12). We have also included in the caption of Fig. 8, that the scalars shown in the figure were related to the annual means. These were unfortunately missing from the previous version.

• p. 11, l. 5-6: What does “decoupling of photosynthesis and growth” refer to?

This is relating to the implementation of the labile pool and meristem dynamics, which are described in the methods section and the SI. We have rephrased this now to read (p. 13 | 23-24):
“explicit decoupling of the growth processes from C-supply due to photosynthesis by accounting for temperature, moisture and nutrient constraints in the formation of new tissue”

• p. 11, l. 12-13: This is not shown, is it?

The Taylor plots (Figure 4) and the evaluation of the GFDB forest sites (Figure 6) show that there is no systematic model bias for any single PFT. Because none of the above directly evaluate the seasonal cycle, it is strictly speaking true that we do not show explicitly that the seasonal cycle is unbiased for more than just the four sites plotted in Figure 3, for which we do show the seasonal cycle. We have rephrased this sentence in p. 13 | 31-33, so that it points out to exactly what we have shown in the results section:

“Despite the lack of any site-specific parameterisation, there is no systematic model bias for any single PFT for either the FLUXNET (Figs. 3 and 4) or the GFDB (Fig. 6) analyses.”

• p. 11, l. 16: This does not seem to be what the figures suggest (substantial effect by CN and CNP vs. C)

This sentence is maybe a bit unclear. Indeed there is a substantial long-term productivity effect of CN and CNP compared to the C only version. It is the short term dynamics, which are similar between these different model versions. This point was also raised by reviewer #2. The text has now been revised to read (p. 13 | 33-37):

“Including a coupling of the carbon cycle to representations of the nitrogen and phosphorus cycle affects long-term average productivity through its effects on photosynthetic capacity (changed foliar nitrogen concentration) and leaf area (as a result of the changes in root:shoot allocation). However, short-term diurnal or sub-seasonal shortage of soil nitrogen or phosphorus does not directly and instantaneously affect simulated productivity because of the buffering introduced through the labile and reserve storage.”

• p. 12, l. 12-13: give modelled values here too

In the new version of the manuscript we have both the observed and simulated values in a table or report the observed and simulated values in the text.

• Table 2: Just showing modelled values, without observational data is not very informative.

We mentioned now above how we have changed the table.

2.2 SI:

• p. 2, l. 8: Worth noting that layer 1 is the top layer.
We have added this to the text.

- p. 2, l. 9: Worth noting that this is the total canopy N content (if that’s correct?).

We have added this to the text.

- Eq. 7: Why is the CO2 compensation point not subtracted from ci in the numerator?

This is not done in Eq 7, but Eq. 16a, as already noted in Kull and Kruijt (1998) eqs. 2 and 14.

- p. 4, l. 19: Introduce the term Ax again.

We’ve done this now.

- Eq. 15: It’s described on p. 3, l. 26 that A is the minimum of two rates (Ac and Aj). It appears confusing that Ax is introduced here as another limiting rate. Isn’t it just determining the Aj rate (actually, it may also appear confusing that Aj is independent of light, as of eq. 7).

On p. 3 l. 26 it is said that A is the minimum of the two rates (Ac and Aj) in the light saturated conditions. The Ax here is the photosynthesis taking place in the light-limited conditions. The formulation of the Farquhar model by Kull and Kruijt (1998) differs from some other formulations, as here it is assumed that each leaf layer has potentially both light-saturated and light-limited region, which is dependent on the leaf N concentration and the incident light environment of that layer (eq 16).

We have clarified this in the text in p. 4 | 3-8:

“Photosynthesis and stomatal conductance are calculated for the mid-points of each canopy layer and light-quality class (sunlit and shaded; as defined in Sect. M6.1. For clarity, the subscript cl is omitted in this section. The calculation of leaf-level photosynthesis is based on Kull and Kruijt (1998), extended for C4 photosynthesis according to Friend et al. (2009). The Kull-photosynthesis scheme explicitly and dynamically separates each leaf (layer) into a fraction that is light-saturated, under which photosynthesis is controlled by Farquhar-type co-limitation model (Farquhar et al., 1982), and the remainder, which is light-harvesting limited, and therefore strongly depends in the leaf chlorophyll content (see for details Kull and Kruijt (1998)).”

- Eq. 16: should spell out ‘for’ or use appropriate mathematical symbol

We have modified the equation accordingly.
• Eq. 17: Is aerodynamic conductance a fixed parameter?

No, it is not a fixed parameter, it is calculated from the aerodynamic resistance introduced in eq. 110. We have added a reference to this equation in the text.

• p. 8, l. 4: Why “co-limitation” and not (just) limitation?

Here we wanted to point out that both nitrogen and phosphorus can be limiting the growth, therefore we wrote co-limitation.

• p. 8, l. 4/5: Should mention here that this refers to the turnover rate of the labile pool and that the labile pool turnover defines this part of the growth limitation.

This has been done.

• Eq. 28: Should mention the exponent 2 also in the text below.

This has been done.

• Eq. 30: Better write functions as $f(N, P, H2O)$ instead of arguments as subscripts. In general, Eq. 30 needs an explanation/motivation.

We write now (p. 10 | 20-25):

“For both trees and grasses, fine root and leaves are assumed to be in homeostatic balance between transpiring leaf surface and root mass

\[
C_{\text{leaf}} = f^{ltor} \times k_{\text{rtos}} \times \frac{k_{\text{latosa}}}{\text{s}la \times \text{rho}_{\text{wood}}}} \times C_{\text{fine_root}}
\]

where $k_{\text{rtos}}$, $\text{s}la$, $k_{\text{latosa}}$, and $\text{rho}_{\text{wood}}$ are PFT-specific parameters. $f^{ltor}$ is the long-term average ($\tau^{alloc}_{mavg}$) of the nutrient and water limitation scalar, which represents the widely observed phenomenon of increased root allocation with water or nutrient shortage and is calculated here as the minimum of three functions describing $N$, $P$ and water limitation respectively.”

• Eq. 37: What are lambda and k?

Lambda and k are shape parameters, the values are shown in Table M3. We have added explanation and reference to the table in the text.
• Eq. 39b: k reserve not k store?

Yes, we have corrected this.

• Eq. 45b, ‘dt’: clarify that this refers to daily.

We have corrected this in the revised version.

• p. 15, l. 5: Is the seed-bed pool and fruit production related?

Yes, the seed-bed pool is related to the fruit pool such that turnover from the fruit pool enters the seed bed pool, where it is either used for re-establishment of new seedlings, or turns over to form litter. This has already been described in the description of turnover, and we clarify now in the description of vegetation dynamics that (p. 16 | 5-7):

“Different to Sitch et al. (2003) and Zaehle and Friend (2010), the establishment flux for a PFT is dependent on the size of the seed-bed pool, which itself is dependent on the turnover of the fruit pool, and an average, PFT-specific seed-bed turnover time ($\tau_{\text{seed,est}}$).”

• p. 16, l. 3/4: But later, C pools of newly established individuals are averaged with C pools of existing ones, leading to a reduction in the average-individual C pool, right?

The mass and number of individuals from the newly established individuals are added to the mass and number of individuals from the existing average-individual population (i.e. this is an addition, not averaging at the grid-scale level), leading to a reduction of the mass per individual, just as in the LPJ model (Sitch et al. 2003). We will clarify this in the revised manuscript.

We have clarified this in the new version in p. 17 | 5-7 as:

“...during establishment the total pool size increases, as mass is added to the labile pools, but the average size of individuals decreases due to the added number of (small) individuals.”

• p. 16, l. 17: ‘met, str, ...’ Introduce these abbreviations at first mention.

We have added this.

• Eq. 65b: What is Ed,decomp?

This is the de-activation energy for decomposition, shown in Table M4. We have added an explanation now to the text p. 19 | 15-17:
"The turnover times \((t_i^{\text{base}})\) of the litter and SOM pools respond to soil temperature \((T_{\text{soil}})\) following a peaked Arrhenius function (with parameters for the activation \((E_{a,\text{decomp}})\) and de-activation \((E_{d,\text{decomp}})\) of soil organic matter decomposition, see Tab. M4, and the soil matrix potential \((\Psi_{\text{soil}})\) as follows:"

- p. 19, l. 5: ‘increased’ At first I thought this should be ‘reduced’? I thought that the fast and slow SOM pools have a lower C:N ratio than the structural pool and mass transfer from the structural to fast/slow SOM leads to net immobilisation. If not, please state upfront which step of mass transfer leads to immobilisation and relate it to respective pool stoichiometries.

It is correct that the mass transfer from litter to SOM leads to net immobilisation. Shortage of nutrients causes the rate of the litter pool decomposition to decline so that the inflow of material into the SOM pools can maintain its stoichiometric ratio, and in consequence the litter turnover times increases. We have rephrased the model description to clarify this in p. 20 | 11-13:

"In the case that the amount of available nitrogen \((\Phi_{l \rightarrow f ast, NH_4})\) is insufficient to ensure that the newly formed fast SOM has a C:N ratio of \(\chi_{\text{SOM C:N fast}}\) the turnover times of the metabolic and structural litter pool are increased, leading to a reduced decomposition rate of litter and therefore a reduced immobilisation requirement for litter decomposition (Parton et al. (1993)):"

- Eq. 73a: Point out in the main text that uptake is linear w.r.t. fine root biomass.

The revised main text says now p. 5 | 12-18: "Plant nutrient uptake is assumed linearly dependent on fine root biomass density for each soil layer, and follows a Michealis-Menten parameterisation to simulate the effects of soil soluble NH\(_4\), NO\(_3\), and PO\(_4\) concentrations (SI Sect. 4.5, Zaehle and Friend (2010)). As in Zaehle and Friend (2010), plant internal nutrient demand can up- or downregulate uptake, but rather than relying on instantaneous plant demand, the response of plant nutrient uptake to plant demand is modelled as a lagged response (of a few days) to balance short-term fluctuations in photosynthesis and soil nutrient availability and to represent memory effects in the plant's control of its nutrient uptake (Fig. S2)."

- Eq. 94: Start with stating what the reflection coefficient determines. Maybe better to start with something “high-level”, like the surface energy budget? Or just start with equation 97.

We have followed this suggestion and have re-organised this section to start with the general equation describing light absorption in the canopy to provide context for the following equations.

- Sec. 6.3: Start stating what sort of scheme is applied for soil hydrology, how many layers, . . .
Surface hydrology is represented in very simple terms in QUINCY, because it is meant to be replaced by the JSBACH 4 hydrology in a future version. The model largely follows JSBACH 3 (Roeckner et al. 2003), with some modifications. The model represents surface hydrology for a number of soil layers (see Section M1) and including a canopy skin layer (hereafter referred to as skin). It represents interception by and interception loss from the canopy, infiltration and surface runoff generation at the soil surface, water movement in the soil, as well as deep drainage.

• p. 29, l. 10: Need to introduce the meaning of “skin” here.

This is now done.

• p. 29, l. 19: I’m confused: field capacity is not part of Eqs. 114.

There was indeed a mistake in the equation. The entire section has been revised to be correct and easier to follow. In general, if the soil water per layer would exceed its field capacity, the amount of water exceeding the field capacity is moved into surface runoff or drained to the layer below.

• Eq. 114: Throughfall is not defined. Is sl=1 the topmost layer? In general, I don’t understand Eq. 114.

Throughfall (Fthrough) is what is left from the precipitation after interception. Yes, sl=1 is the topmost layer. The description of surface hydrology has been revised (eq 113 - 116) in order to clarify what is happening in the model.

• Eq. 116: What is Ei? Evaporation of intercepted water? What is ra? aerodynamic resistance? Repeat here to clarify. It would be helpful to start with the high-level water budget.

Yes, Ei is the evaporation of the intercepted water and ra is the aerodynamic resistance. We have added these to the text. We have re-organized this section as suggested.

• p. 30, l. 5: How is surface temperature calculated? Please add reference to equation.

The surface temperature is calculated by eq. 107. We have added here a reference to that.

• p. 31, l. 1: This is better put upwards (start with high level description of first principle (water/energy conservation).
Yes, as already mentioned above, this has been done.
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Abstract. The dynamics of terrestrial ecosystems are shaped by the coupled cycles of carbon, nitrogen, and phosphorus, and strongly depend on the availability of water and energy. These interactions shape future terrestrial biosphere responses to global change. Many process-based models of the terrestrial biosphere have been gradually extended from considering carbon-water interactions to also including nitrogen, and later, phosphorus dynamics. This evolutionary model development has hindered full integration of these biogeochemical cycles and the feedbacks amongst them. Here, we present a new terrestrial ecosystem model, QUINCY (QUantifying Interactions between terrestrial Nutrient CYcles and the climate system), which is formulated around a consistent representation of element cycling has been designed from scratch to allow for a seamless integration of the fully coupled carbon, nitrogen, and phosphorus cycles with each other and also with processes affecting the energy and water balances in terrestrial ecosystems. This new model includes i) a representation of plant growth which separates source (e.g. photosynthesis) and sink (growth rate of individual tissues, constrained by nutrients, temperature, and water availability) processes; ii) the acclimation of many ecophysiological processes to meteorological conditions and/or nutrient availability; iii) an explicit representation of vertical soil processes to separate litter and soil organic matter dynamics; iv) a range of new diagnostics (leaf chlorophyll content;¹³C,¹⁴C, and¹⁵N isotope tracers) to allow for a more in-depth model evaluation.

We present the model structure and provide an assessment of its performance against a range of observations from global-scale ecosystem monitoring networks. We demonstrate that the framework QUINCY v1.0 is capable of consistently simulating ecosystem dynamics across a large gradient in climate and soil conditions, as well as across different plant functional types. To aid this understanding, we further provide an assessment of the sensitivity of key model predictions to the model’s sensitivity to its parameterisation and the associated uncertainty. This work lays the ground for future studies to test individual process hypotheses using the QUINCY v1.0 framework in the light of ecosystem manipulation observations, as well as global applications to investigate the large-scale consequences of nutrient-cycle interactions for projections of terrestrial biosphere dynamics.
1 Introduction

Past, present, and future changes in climatic conditions and atmospheric CO$_2$ concentrations affect terrestrial vegetation and soils (Hou et al., 2018; De Kauwe et al., 2013; Swann et al., 2016), which in turn provide biogeophysical and biogeochemical feedbacks to the atmosphere (Bonan, 2008; Friedlingstein et al., 2014; Zaehle et al., 2010). To predict the likely trajectories of terrestrial ecosystems under climate change and their climate feedbacks, it is important to develop and test advanced modelling tools for the terrestrial biosphere (Sitch et al., 2015). Global terrestrial biosphere models (TBMs) have evolved during the last decades alongside our understanding of soil and vegetation functioning (Bonan and Doney, 2018). Early vegetation models included only processes related to the carbon (C) and water cycle (e.g. Sitch et al., 2003; Krinner et al., 2005; Dickinson et al., 2006; Raddatz et al., 2007; Clark et al., 2011). The recognition that nitrogen (N) has a pivotal role in the future dynamics and C storage of terrestrial ecosystems (Vitousek and Howarth, 1991; Hungate et al., 2003) has led to the development of a new generation of models that include a comprehensive representation of the N cycle (Thornton et al., 2007; Zaehle and Friend, 2010; Gerber et al., 2010; Warlind et al., 2014). More recently, phosphorus (P) cycle processes have also been included in TBMs (Wang et al., 2010; Goll et al., 2017; Yang et al., 2014), as these can be important to understanding ecosystem response in naturally P limited tropical regions (Yang et al., 2014) or in regions with large atmospheric N deposition and ensuing increases in P limitation (Peñuelas et al., 2013; Vitousek et al., 2010).

Although the number of element cycles and thereby processes considered in TBMs has increased in an effort to provide more realistic models (Zaehle and Dalmonech, 2011; Prentice et al., 2015), yet there is little consensus on how to represent many of these processes in a realistic, but robust and computationally efficient manner. Often, small-scale soil and vegetation processes can lead to larger scale feedbacks (e.g. Hararuk et al., 2015; Bradford et al., 2016) and therefore need to be included in sufficient detail in terrestrial biosphere models. Recent model-data synthesis studies with observations from Free-Air CO$_2$ Enrichment (FACE) experiments have revealed a number of fundamental issues in the way that state-of-the-art models represent plant growth (De Kauwe et al., 2014), nitrogen dynamics (Zaehle et al., 2014), and water responses (De Kauwe et al., 2013) to elevated CO$_2$. This highlights the need for a modular framework that allows testing multiple hypothesis for uncertain processes, thereby gaining an understanding on how process information and importance propagates from site to regional and global scales (Knauer et al., 2016; Peng et al., 2014; Thum et al., 2017).

One important obstacle to such an approach is the gradual development of terrestrial biosphere models, which implies that new features, such as processes describing the dynamics of the N or P cycle (Gruber and Galloway, 2008; Arneth et al., 2010), have been added to existing model formulations (Bonan, 2008). This evolutionary approach can result in a situation where assumptions that were made in earlier versions of the model are incompatible with the new assumptions, or that the old model structure cannot appropriately accommodate new structures, therefore limiting the ability to take new ecophysiological understanding into account. To overcome such issues, we have developed a new terrestrial biosphere model, QUINCY (QUantifying Interactions between terrestrial Nutrient...
because CYcles and the climate system, Fig. 1), benefiting from advances in the understanding of global ecology. This new model is formulated based on:

- the recognition that plant growth may be limited by source (e.g. photosynthesis) or sink (growth rate of individual tissues, constrained by nutrients, temperature, and water availability) processes (Fatichi et al., 2013). We account for this decoupling by introducing a short-term (‘labile’) and a long-term (‘reserve’) storage pool for carbon and nutrients, which allow plants to adjust the carbon partitioning between growth, respiration, and storage according to nutrient availability, moisture stress and temperature.

- the consideration of gradual changes in nutrient availability over time and their effects on the surface carbon, water, and energy exchanges. The model represents all biogeochemical and biogeophysical processes in the model at a half-hourly time-step. Many processes, e.g. the response of photosynthesis, tissue stoichiometry and fine root growth to nutrient shortage, are assumed to have a process-specific ‘memory’ time scale, causing a lagged response to instantaneous variations in the environmental conditions. This includes a representation of the acclimation of both photosynthesis and maintenance respiration to the prevailing growth temperature (June et al., 2004; Atkin et al., 2014; Mercado et al., 2018). Together with a dynamic representation of photosynthetic capacity based on soil nutrient availability, this feature reduces the need for regionally defined plant functional types (e.g. boreal versus temperate type) needed to describe the vegetation in different regions.

- the recognition that biogeochemical processes in the soil (e.g. soil organic matter decomposition, nitrification, denitrification, and weathering) vary strongly within the soil profile (Ahrens et al., 2015; Koven et al., 2013). Therefore, soil physics and biogeochemical processes are explicitly vertically resolved and so is the interaction between plant root uptake and turnover and soil biogeochemical processes, soil biogeochemical processes and their interaction with vegetation processes through plant nutrient / water uptake, as well as root turnover are explicitly vertically resolved.

We have formulated this model in a modular structure to facilitate the consistent testing of multiple hypotheses for one particular process. Additionally, we have added a number of important diagnostics, that will allow further ways of model evaluation in the future. The leaf chlorophyll content is explicitly modelled from the leaf N and used to model the light dependency of canopy photosynthesis (Kull and Kruijt, 1998), which allows for further ways to compare the simulation results with in situ and remotely sensed observations. The model also keeps track of the isotopic composition of C (in terms of δ¹³C) and N (δ¹⁵N), which will allow to use natural abundance data and isotope tracer studies in the future. The QUINCY model contains entirely newly written code, although certain process representations are adapted from literature and previous models, including but not limited to OCN (Zaehle and Friend, 2010) and JSBACH3 (Roeckner et al., 2003). This new code approach allows for an appropriate separation of model infrastructure (e.g. memory allocation) and scientific code, and a better integration of model components. This permits us to include an internally consistent representation of ecosystem processes and in particular nutrient effects on plant photosynthesis, growth and soil organic matter turnover through the inclusion of a common set of underlying hypotheses.
The aim of this paper is to present the basic structure and main features of the baseline version of this new model. We provide an assessment of the model's performance against a range of observations from global-scale ecosystem monitoring networks to demonstrate that the framework is capable of consistently simulating C fluxes, simulating ecosystem C fluxes in agreement with these observations given the simulated N, P, and water availability across a large gradient in climate and soil conditions, as well as across different plant functional types. To aid this understanding we provide an assessment of the model's sensitivity to its parameterisation and the associated uncertainty. This information --

The information from this paper provides the background for future process-specific studies to test and improve process representation. In particular, we have formulated this model in a modular structure to facilitate the testing of multiple hypotheses for one particular process, and to reduce the scope of the model (e.g., separately simulating canopy dynamics, vegetation dynamics, or soil biogeochemistry) to study the impact of particular processes (see SI for details). Additionally, we have added a number of important diagnostics, that will allow further ways of model evaluation. For instance, the leaf chlorophyll content is explicitly modelled from the leaf N to improve the simulated light response of photosynthesis throughout the canopy (Kull and Kruijt, 1998), but this will also allow for novel ways to compare the simulation results with in situ and remotely sensed observations in the future. The model also keeps track of the isotopic composition of C (in terms of $^{13}$C and $^{14}$C), and N (15N), which will allow to make use of natural abundance data and isotope tracer studies in the future.

2 Methods

2.1 Model description

The QUINCY model v1.0 (rev. 1772) represents the coupled biogeochemical cycles of carbon (C), nitrogen (N), and phosphorus (P) in terrestrial ecosystems, as well as their interaction with the terrestrial water and energy balance (Fig. 1). The model traces the flow of these elements as well as C and N isotopes ($^{13}$C and $^{14}$C, and $^{15}$N) through vegetation and soil at a half-hourly time-step. The model considers eight broadly defined plant functional types (PFTs, see Tab. 1), representing differences in leaf type (herbaceous, broadleaved, coniferous), phenology (evergreen, rain green, and summer green), growth form (grassess and trees), and photosynthesis-type (C3 versus C4 photosynthesis) with a set of traits describing time-invariant functional differences across types (see SI Tab. 2M7). Different to other TBMs, certain "soft" plant functional type characteristics, such as the photosynthetic capacity of leaves or the temperature sensitivity of photosynthesis and respiration acclimate to local environmental conditions, and therefore lead to a smoother transition of ecosystem functioning across eco-climatic gradients. The number of PFTs is not embedded into the code-structure and therefore new PFTs can be easily added if sufficient data to parameterise these are available.

A brief overview of the model structure and key processes is given in this section. The detailed mathematical description of the model processes can be found in the Supplementary Material.

Although conceived to be coupled to the land-surface scheme of an Earth system model, the model is currently applied stand-alone at the ecosystem scale. The stand-alone version requires half-hourly short- and longwave radiation, air temperature, precipitation and snowfall, wind velocity, atmospheric CO$_2$, $^{13}$CO$_2$, $^{14}$CO$_2$ mole fractions, as well as rates of NH$_3$, NO$_x$, and
PO₄ deposition as time-dependent driving data. In addition, the model requires input describing the geographical coordinates, vegetation type, and soil physical and chemical parameters (texture, bulk density, rooting and soil depth, as well as inorganic soil P content).

### 2.1.1 Vegetation processes

**Vegetation**—Expanding on the concept employed by LPJ (Sitch et al., 2003) and OCN (Zaehle and Friend, 2010), vegetation is characterised by an average individual representative of a PFT, composed of three fast-lived structural tissue types (pools: leaves, fine roots, and fruits), a respiring non-structural pool (labile), as well as a seasonal, non-respiring, and non-structural storage pool (reserve). In the case of tree vegetation types, three longer-lived structural tissue types (sapwood, heartwood, and coarse roots) are additionally represented, as are stand characteristics (height, diameter, *individuum* density).

**Photosynthesis**—Building on Zaehle and Friend (2010), photosynthesis is calculated for sunlit and shaded leaves separately, explicitly taking the vertical canopy gradient of light, foliar chlorophyll and photosynthetic N into account (Kull and Kruijt, 1998), with extensions for C4 photosynthesis (Friend et al., 2009), and the temperature response as in Bernacchi et al. (2001, SI Sect. 2). Different to OCN, temperature acclimation of photosynthesis is modelled to acclimate to air temperature according to Friend (2010). Photosynthetic parameters, including chlorophyll content, further are assumed to depend on leaf N concentration (Friend et al., 1997). As foliar mass and N concentrations both respond to soil N availability (Vicca et al., 2012; Hyvönen et al., 2007; Meyerholt and Zaehle, 2015), this causes canopy photosynthesis to be directly affected by soil N availability in addition to meteorological variables. The stomatal conductance is coupled to the calculation of photosynthesis according to the Ball-Berry formulation (Ball et al., 1987; Knauer et al., 2015).

**Maintenance**—Different to Zaehle and Friend (2010), QUINCY v1.0 accounts for stomatal and biochemical limitations by soil moisture (Egea et al., 2011, SI Eq. 18). In addition, photosynthesis can become downregulated due to sink limitation, when nutrient or water availability or low temperatures limit growth and cause accumulation of photosynthates in the labile pool (Faticchi et al., 2013; Hartmann et al., 2018, see Fig. S1 for an example). Plant nutrient uptake is assumed linearly dependent on fine root biomass density for each soil layer, and follows a Michaelis-Menten parameterisation to simulate the effects of soil soluble NH₄, NO₃, and PO₄ concentrations (Zaehle and Friend, 2010, SI Sect. 4.5). As in Zaehle and Friend (2010), plant internal nutrient demand can up- or downregulate uptake, but rather than relying on instantaneous plant demand, the response of plant nutrient uptake to plant demand is modelled as a lagged response (of a few days) to balance short-term fluctuations in photosynthesis and soil nutrient availability and to represent memory effects in the plant’s control of its nutrient uptake (Fig. S2).

As in LPJ and OCN, maintenance respiration is calculated for each tissue type as a function of its N content and tissue temperature (SI Sect. 3.3, Lloyd and Taylor, 1994). Photosynthesis and respiration acclimate (SI Sect. M3.3, Lloyd and Taylor, 1994). However, a novel feature of QUINCY v1.0 is that it does account for the observed acclimation of basal respiration rates to growth temperature according to (Friend, 2010) and (Atkin et al., 2014), respectively. Plant nutrient uptake is dependent on fine root biomass density, soil soluble nutrients, and concentrations as well as plant internal nutrient demand (SI Sect. 4.5, Zaehle and Friend, 2010). A second new feature is that the costs for actual nutrient transformation, which are dependent on the rate of uptake and source of nitrogen (SI Eq. 24, Zerihun et al., 1998), are included in the root maintenance respiration term. While maintenance respiration
takes priority over growth, under severe C deficit after the downregulation of photosynthesis, the maintenance respiration and nutrient uptake respiration can become downregulated by the meristem activity.

Different to earlier model approaches that included a labile pool (Zaehle and Friend, 2010), plant growth is modelled as the balance of source processes (photosynthesis, nutrient-nitrogen and phosphorus uptake) and the capacity of the plant to create sinks (production of new biomass tissue, respiration, and storage; SI Sect. 3.3). The capacity of the plant to generate sinks is dependent on (i) the activity of the plant’s meristem controlling the usage of the labile pool for growth, which is reduced at low air temperature and/or soil moisture (Faticchi et al., 2013); (ii) the partitioning of its labile resource to new tissue growth and the availability of nutrients-nitrogen and phosphorus to create these tissues (Zaehle and Friend, 2010); (iii) the need for longer-term storage production (Fisher et al., 2010); and (iv) respiration for maintenance, which is given priority over growth of new tissue. Short-term fluctuations in the balance between carbon acquisition through photosynthesis and nutrient acquisition by roots are balanced by the time-scale of the labile pool turnover. Seasonal and longer-term fluctuations are balanced to some extend by the build-up and use of the reserve pool. The flow of compounds between the labile and reserve pools (SI Sect. 3.6) is described by a set of pull (from the reserve pool) and push (to the reserve pool) mechanisms attempting to simulate the signalling related to the beginning of the growing season (phenological pull), the need for maintenance and growth (maintenance pull), as well as to provide resources for the next growing season or resilience against interannual variability (reserve push).

Tissue growth follows a set of allometric equations (Shinozaki et al., 1964; Sitch et al., 2003; Zaehle and Friend, 2010), describing size-dependent relationships of foliar, fine root, coarse root, sapwood and fruit biomass (SI Sect. 3.4). The allometric relationship between leaves and fine roots responds to N, P and water limitation and therefore increases uptake capacity under nutrient limitation. The C:N and N:P ratios of the leaves and fine roots are flexible within empirical bounds and respond dynamically to an imbalance between C and N, or N and P availability, respectively (SI Sect. 3.5). The allometric equations and the N and P content of each tissue give the stoichiometric constraint of plant growth. Photosynthesis can be down-regulated through sink limitation (Hartmann et al., 2018), if nutrient or water shortage leads to the accumulation of carbon in the labile pool (SI Sect. 3.6).

Turnover - Tissue turnover is considered at two time-scales: (i) the rapid breakdown of enzymes (N) and associated RNA (P) from tissue, and their ensuing replacement from the labile N and P pools (recycling; at the time scale of days, Zaehle and Friend, 2010), which allows for seasonal changes in tissue nutrient concentrations; and (ii) the senescence of entire tissues and their conversion to litter, including the resorption of nutrients from foliage (SI Sect. 3.9). Tissue - The tissue senescence is calculated given a fixed turnover time for each tissue, with the exception of the leaves, where turnover is determined by the PFT-specific phenological timing (SI Sect. 3.8).

Stand-level vegetation dynamics are represented through density-dependent mortality, the establishment and mortality of an average representative individual of the entire tree populations, following largely Sitch et al. (2003) and Zaehle and Friend (2010, see SI Sect. 3.10). Mortality is simulated as density-dependent, constraining the number and size of individuals, as well as a dynamic background mortality related to the overall growth efficiency of the plant (Sitch et al., 2003; Zaehle and Friend, 2010, SI Sect. 3.10). Re-establishment/Recruitment is explicitly taking - (Re-)establishment and recruitment is dependent on meteorological and
space constraints, but a new aspect of the re-establishment representation is that the model explicitly takes account of the available seed pool at the forest / grassland floor, thereby depending amongst others which depends on the vegetation’s ability to grow and produce fruit.

2.1.2 Soil biogeochemical processes

The vertical soil profile of biogeochemical pools and processes is explicitly represented, with exponentially increasing layer thickness with increasing soil depth. For each of these layers, the model represents different organic pools (metabolic, structural, and woody litter, as well as fast and slow overturning soil organic matter (SOM)), as well as inorganic pools of N and P (soluble inorganic, as well as, and , soluble inorganic , adsorbed , occluded and primary ). For each soil layer, temperature and moisture are calculated based on soil-physical characteristics, and the transport and atmospheric exchange of energy and water (SI Sect. M6.3).

The turnover and formation of SOM follows, with some modifications, the CENTURY approach (Parton et al., 1993, SISect. 4). The turnover of litter and SOM pools are all calculated using first-order kinetics with temperature and moisture dependence. The litter stoichiometry is determined by the stoichiometry of senescent plant tissue and tissue-specific allocation fractions. The stoichiometry of the fast SOM pool adjusts to available inorganic nutrients, whereas the slow SOM pool is assumed to have fixed C:N:P stoichiometry. As a result, the decomposition of litter may become N and P limited, leading to the accumulation of an organic litter layer, and reducing the rate of N and P cycling in the ecosystem.

The soluble inorganic NH$_4$, NO$_3$ and PO$_4$ are assumed to be available for plant and microbial uptake, uptake and microbial immobilisation, as concluded by White (2006) and many others. Plants and soil microbes Plant uptake and SOM decomposition compete for these nutrients based on their respective demand and uptake capacity, which varies in time and with soil depth. In the aerobic part of the soil, NH$_4$ is oxidised to NO$_3$ through nitrification and in the anaerobic part of the soil NO$_3$ is reduced to N$_2$ through denitrification (Zaehle et al., 2011). Both processes produce NO$_y$ and N$_2$O as by-products (SI Sect. 4.7M4.7). The representation of soil inorganic P dynamics (SI Sect. 4.8M4.8) follows the concept from Yang et al. (2014) and Wang et al. (2010). The available soluable PO$_4$ is exchanged via ad-/desorption with the mineral surface, leached with soil water, and replenished by atmospheric deposition, weathering, and biomimeralisation of P that is bound in the slow SOM pool. The adsorbed P is further absorbed into the soil matrix and gradually becomes an inactive form of P (occluded P, Walker and Syers, 1976).

Different to the original CENTURY-style models, the vertical soil profile of biogeochemical pools and processes is explicitly represented, with exponentially increasing layer thickness with increasing soil depth. For each of these layers, the model represents different organic pools (metabolic, structural, and woody litter, as well as fast and slow overturning soil organic matter (SOM)), as well as inorganic pools of N and P (soluble inorganic NH$_4$, NO$_3$, as well as NO$_y$, N$_2$O, and N$_2$, soluble inorganic PO$_4$, adsorbed PO$_4$, occluded PO$_4$ and primary PO$_4$). For each soil layer, temperature and moisture are calculated based on soil physical characteristics, and the transport and atmospheric exchange of energy and water (SI Sect. M6.3). As an example of the benefit of QUINCY’S modular approach, Fig. S3 shows that the explicit representation of the vertical soil profile, compared to a zero-dimensional, lumped soil approach, has little effect on the seasonal course of heterotrophic respiration.
However, it does affect the simulated nutrient dynamics because of the explicit separation of a nutrient immobilisation in the litter dominated layers from the gross-mineralisation dominated soil layers with a proportionally higher content of soil organic matter.

2.2 Data for model evaluation

We evaluate simulated diurnal and seasonal patterns of gross primary production and net ecosystem carbon exchange (GPP and NEE, respectively) at a subset of FLUXNET sites (see Table A1) available from the FLUXNET La Thuile Synthesis Dataset (NOA, 2007). The half-hourly CO₂ fluxes have been measured and processed using standard procedures (Papale et al., 2006) as well as gap-filling and partitioning algorithms (Reichstein et al., 2005). We further evaluate the mean annual estimates of gross and net primary production (GPP and NPP, respectively) and their ratio, the carbon-use efficiency (CUE = NPP / GPP) from a global forest database (GFDB, Vicca et al., 2012; Campioli et al., 2015). We further evaluate the simulated growing-season plant water-use efficiency, i.e. the ratio of plant water loss to carbon uptake, by comparing a proxy, foliar isotope discrimination of ¹³C (Medlyn et al., 2017), against data reported by (Cornwell et al., 2018a, b) Cornwell et al. (2018a, b). Fig. 2 provides an overview of the sites used for evaluation.

2.3 Model setup

2.3.1 Boundary conditions and meteorological forcing

The QUINCY model is applied at site scale for the dominant plant functional type (PFT) at each site. For the simulations at the FLUXNET sites, the site-specific observed meteorological data were used (NOA, 2007). For the GFDB sites, where site-level meteorology is not readily available, daily meteorological data for 1901 to 2015 was taken from CRUNCEP, version 7, (Viovy, 2016), and disaggregated to the model time-step using the statistical weather generator as in Zaehle and Friend (2010). The annually changing CO₂ mole fraction was obtained from Le Quéré et al. (2018), and the time series of ¹³C, ¹⁴C are were obtained from Graven et al. (2017). The time series of N deposition for each site is was taken from Lamarque et al. (2010) and Lamarque et al. (2011). For the P deposition model, estimates of nutrient and dust fluxes from Brahney et al. (2015); Chien et al. (2016) Brahney et al. (2015) and Chien et al. (2016) were used.

Soil physical properties (volumetric heat capacity and conductivity, water content at saturation, field capacity, and wilting points, as well as parameters describing the soil water retention curve are derived from soil texture according to Saxton and Rawls (2006). Where available, texture data are taken from site observations. Alternatively, they are obtained from the nearest gridcell of the SoilGrids dataset (Hengl et al., 2017). The rooting depth has been obtained from Jackson et al. (1996).

The vegetation is initialised as bare ground with a small amount of seed-bed mass to start vegetation growth. The soil organic matter profile is initialised with a default SOM content for each pool, 60% of which is allocated to the uppermost layer, and the remaining 40% is allocated to other soil layers in proportion to the assumed rooting profile. Previous tests have shown that the model is not very sensitive to the choice of the SOM initial conditions. The soil inorganic P pools of the first 50 cm are initialised using the soil P dataset by Yang et al. (2013), extrapolated to the whole soil profile assuming i) a constant
total soil inorganic P density (mol P kg$^{-1}$ soil), and ii) an increasing fraction of primary P and decreasing fraction of labile P with increasing soil depth.

### 2.3.2 Spinup and model protocol

The QUINCY model is spun-up with repeated meteorological forcing for each site to obtain an near-equilibrium soil and vegetation state. For the GFBD sites, meteorology and other atmospheric forcing (atmospheric CO$_2$, its isotopes, as well as N and P deposition), are taken by randomly drawing years from the period 1901 to 1930. The same procedure is applied for FLUXNET sites, with the exception that meteorological forcing is only available for more recent years, and data from those years are used in random sequence. The P cycle is activated during the model spinup, but the more stable soil inorganic P pools, i.e. the primary, sorbed, occluded pools, are kept constant to ensure that the simulation initialises at the P status of Yang et al. (2013)’s dataset.

After spinup, the model is run for the period 1901-2015 using the annual values for atmospheric CO$_2$, $^{13}$CO$_2$ and $^{14}$CO$_2$, as well as N and P deposition, and the meteorology of the respective year. For the comparison to GFDB data, forest stands are clear-cut in the year provided by the database. Upon harvest, vegetation biomass is transferred to the litter pools, with the exception of the wood pool, of which a given fraction, $f_{\text{harvest}}^{\text{wood}}$, is removed from the site. In the case of FLUXNET sites, we retain the model output for the years covered by the available data at each individual site (Tab. A1). For the GFDB sites, we average over the period 1995-2004 to remove the effects of interannual climate variability and to have modelled forest age close to the actual forest age of each site, as the precise year of measurement is not recorded in the database for all sites.

To test the effect of the simulated N and P availability, we applied the model for the FLUXNET sites with three different setups. Next to the full CNP version of the model described above (referred to hereafter as ‘CNP’), we performed a simulation (‘CN’) in which the P concentration of the soil was kept at concentrations not limiting microbial or plant uptake or SOM decomposition, effectively removing the impact of the inorganic P sorption and weathering dynamics, and maintaining N:P stoichiometry at default values. We also added a version (‘C’), in which in addition, biological N fixation in soil (asymbiotic fixation) and in vegetation (symbiotic fixation) was calculated so as to avoid any N limitation of soil turnover and vegetation growth while keeping the C:N stoichiometry at default values.

### 2.4 Model sensitivity to its parameterisation

We further test the sensitivity of the model to its parameterisation using a hierarchical latin hypercube design (LHS, Saltelli et al., 2000; Zaehle et al., 2005) to assess the stability of the model with respect to changing parameter values. As many parameters have unknown value ranges and distributions, we simply vary each parameter between 90% to 110% of its default value given in the Supplementary Material (Tables M1-M7), drawn with LHS sampling from a uniform distribution. We first generate LHS samples for each module (corresponding to one Section in the SI, results not shown), and evaluate the model output from these simulations in terms of long-term mean modelled GPP, leaf C:N:P, net N and P mineralisation, as well as total vegetation and ecosystem carbon storage. Based on these simulations we select parameters (n=45), which have a strong effect on the model outcome to form a new set of 1000 LHS samples, which are used for the model sensitivity and uncertainty analysis.
presented in this paper. We measure parameter importance as the rank-transformed partial correlation coefficient (RPCC) to take account of potential non-linearities in the relationship between parameters and model output (Saltelli et al., 2000; Zaehle et al., 2005).

3 Results

3.1 Simulated diurnal to seasonal time-scale carbon dioxide fluxes at selected FLUXNET sites

We first compare the simulated mean monthly diurnal, as well as the mean seasonal cycle of gross primary production (GPP) at four forest sites, representing the major tree plant functional types, with in situ observations (Fig. 3, see Fig. S4 for a comparable evaluation of the latent heat flux). The model simulations agree reasonably well with the observations in that the general diurnal and seasonal timing and overall magnitude of fluxes are generally consistent. Importantly, while the N and P cycles dampen the overall magnitude of the fluxes at the beech forest site (temperate broad-leaved deciduous; FR-Hes) and the eucalyptus forest site (temperate broad-leaved evergreen; AU-Tum), they do not affect the shape of either the diurnal or seasonal cycles. In other words, the effect of diurnal and seasonal changes in nutrient availability only affect the long-term, but not the short-term variability in soil nutrient availability is buffered through the labile and reserve storage pools in the vegetation, such that it affects vegetation gross carbon uptake only via slow processes such as foliar nutrient and allocation changes, but has no effect on variability at the daily to weekly time-scale. This is also demonstrated in the LAI values, that are influenced by the long-term dynamics. For instance, at FR-Hes and AU-Tum the LAI is lower at the nitrogen and phosphorus dynamics enabled version than with the C-only version (6.0 compared to 6.2 m²m⁻² at FR-Hes, 3.7 compared to 5.9 m²m⁻² at AU-Tum), whereas it does not have a notable effect for the needle-leaved evergreen site of (FI-Hyy).

There is little overall effect of the nutrient cycles on the correlation between half-hourly simulated and observed GPP at FI-Hyy (all versions: r²=0.76), FR-Hes (all versions: r²=0.63), and BR-Ma2 (all versions: r²=0.67), and only a minor reduction for AU-Tum (r² 0.70 versus 0.65 for C and CN(P), respectively). The largest decrease of the model’s root mean square error (RMSE) took place at FR-Hes, where introducing N and P cycling reduced the RMSE by nearly 20% to 5.17 µmolm⁻²s⁻¹. For FI-Hyy the RMSE and the improvement were 2.42 and 0.11 µmolm⁻²s⁻¹. For AU-Tum the RMSE and worsening of RMSE were 5.44 and 0.36 µmolm⁻²s⁻¹. At BR-Ma2 the RMSE and the improvement were 7.78 and 0.09 µmolm⁻²s⁻¹. At the tropical evergreen forest site BR-Ma2 (Fig. 3d, f) the different versions performed similarly. The lower GPP in the daily observation-based estimate between day of year 150 and 200, which are not replicated by the model, are largely caused by lower observation-based GPP at the start of the time-series during this time of year in 2003. There was no obvious cause for this behaviour visible in the meteorological drivers. The latent heat fluxes were generally well simulated at these four sites, with the exception of large summertime overestimation (73 %) at FR-Hes (Fig. S4).

Table ?? summarises the key C, N and P stocks and fluxes simulated observed and simulated GPP, total ecosystem respiration (TER) and foliar C:N with the CNP version of the model for these four FLUXNET sites, calculated for the time period of the flux observations (Table A1). The annual GPP from the CO₂ flux observations is in line with the modelled values for FI-Hyy (observed 1016), and FR-Hes (observed 1874), while productivity at BR-Ma2 (observed: 2557) is somewhat
overestimated, and strongly underestimated at AU-Tum. The TER is somewhat overestimated for FI-Hyy and FR-Hes, and strong overestimation occurs at BR-Ma2. However, the unusually large discrepancy between observed GPP and TER fluxes at BR-Ma2 suggests that these estimates should be considered with caution. At AU-Tum, the TER is underestimated. Simulated foliar C:N was within the observational range reported in the La Thuille database (NOA, 2007) for all four sites (observed: 41, 21, 35 and 20-35, for FI-Hyy, FR-Hes, AU-Tum and BR-Ma2, respectively). Nutrient Observations for nutrient availability and fluxes are not consistently available for across these sites.

The Taylor plots of the half-hourly simulated and observation-based time-series of GPP and NEE (Fig. 4) demonstrate that the overall model performance noted in Fig. 3 holds across a wider set of sites, spanning a larger climatic gradient and also including grassland sites. The Taylor plot reports results obtained with the CNP version of the model; the plots for the C and CN version were very similar in terms of their correlation and moderately different in terms of the ratio of standard deviations. The simulated GPP shows slightly better performance over the different sites than NEE. Considering that i) the model has not been parameterised specifically for each site and ii) eddy-covariance observations at this time-scale are subject to considerable fluctuations, the model performance is acceptable in terms of the correlation. While there is a wide spread in the ratio of the simulated to observation-based standard deviation, mostly associated with site-based differences in the seasonal maximum of the flux, there is no systematic model bias for any PFT.

The inclusion of the N cycle (difference between C and CN model versions) reduces the root mean squared error (RMSE) between simulated and observation-based estimates of GPP for all PFTs apart from the tropical broad-leaved evergreen PFT (Fig. 5). The largest reductions of the RMSE between the different versions occurs for TeBE (34.0%) and TeH (41.6%). There is no strong effect of including the P cycle on simulated GPP, and in consequence there is no difference in the RMSE values of the CN and CNP versions, even for the tropical broad-leaved evergreen forest sites, which are in regions typically associated with P-limitation of biomass production.

3.2 Cross-site analysis of long-term mean GPP and NPP

Simulated GPP across all the GFDB sites (n=434), covering a range of tree PFTs, agrees reasonably well with data ($r^2 = 0.55$, RMSE=560 g C m$^{-2}$ yr$^{-1}$) (Fig. 6a), despite an underestimation of GPP for some sites, both in tropical forest ecosystems and needle-leaved evergreen forests. The data shown are restricted to forests older than 20 years, to avoid ambiguities in the model-data comparison as the exact method of forest regeneration after disturbance is not known and the model does not describe stand-level dynamics of very early succession forests that often have very high observed productivity. The model is also able to replicate the observations from low to modest NPP values albeit with a higher relative RMSE (Fig. 6b) ($r^2 = 0.35$, RMSE=305 g C m$^{-2}$ yr$^{-1}$). While there is no systematic over- or underestimation of NPP with PFT or magnitude of NPP, it is noteworthy that the highest NPP value simulated for this dataset was only 1441 g C m$^{-2}$ yr$^{-1}$, whereas for a few sites, observation-based estimates reached nearly 2000 g C m$^{-2}$ yr$^{-1}$. The model correctly predicts the range of carbon-use efficiency (CUE), i.e. the ratio of net to gross primary production, where the observed CUE values ranged between 0.21 and 0.76 g g$^{-1}$, while the simulated values were between 0.19 and 0.61 g g$^{-1}$. The model also predicts correctly a lower CUE in tropical compared to
The discrimination of leaf. Underlying these results are the emergent sensitivities of ecosystem processes to the model drivers. Fig. S5 and S6 show that the large-scale gradients of simulated GPP and NPP are largely controlled by mean annual temperature (MAT), with an additional clear effect of mean annual precipitation. For temperate and boreal forests, also N deposition is positively related to GPP and NPP. While the acclimation of photosynthesis to growth temperature does matter at the diurnal time-scale particularly on cloudy days (Figure S7), the positive and negative effects cancel each other out at the long-term annual mean, and therefore plays no role in the simulated GPP-MAT relationship. Despite a notable decline of maintenance respiration in higher temperatures due to the acclimation of respiration to growth temperature (see Figure S8), the spatial trend in simulated CUE is predominantly driven by MAT (Fig. S9). Trends apparent in the CUE response to MAP and N deposition are small and likely confounded by the MAT response. However, the general tendency of PFT-specific foliar C:N to decline with increasing N deposition (Fig. S10), something that is expected to happen based on observational evidence Hyvönen et al. (2007); Meyerholt and Zaehle (2015), suggest that the linearly increasing maintenance respiration rates per unit tissue drives whole-plant maintenance respiration up stronger than the saturating effect of increased leaf N on GPP, therefore reducing CUE with increasing N availability, counter to expectations (Vicca et al., 2012). The root to shoot ratio did not show strong dependency to any of these environmental variables (data now shown), probably contributing to the lack of a decline in CUE with declining N availability. Generally, PFT-wise foliar stoichiometry appears to be more strongly influenced by N deposition than MAT or MAP. This result occurs despite a clear dependency of the simulated biological N fixation on temperature and precipitation (Fig. S12), where the simulated range and response to climate drivers is consistent with the available evidence suggesting the highest N fixation in hot and moist environments (Fig. S11 Cleveland et al., 1999, 2013). In addition, in agreement with recent evidence, enhanced atmospheric N input suppresses simulated N fixation (Zheng et al., 2019).

The comparison of leaf $\Delta^{13}$C against an index of water availability (evapotranspiration divided by the potential evapotranspiration) (ET/PET) based on observations (Cornwell et al., 2018b) and the GFDL simulations are shown in Fig. 7 (Fig. 7) provide another look into the underlying processes of GPP evaluation, as they are documenting the simulated and observed trends in water-use efficiency with water availability. Both observations and model showed less discrimination of $\Delta^{13}$C in drier conditions, indicating an effect of seasonal water availability in overall drought stress on photosynthesis. Comparing PFT-wise mean values, constrained to estimates of ET/PET > 0.25 to remove the effect of modelled outliers under high water-limitation, the average for broadleaf deciduous forest (BS) was 20.88 ‰ for the observations and 20.67 ‰ for the modelled values. For the needle-leaved deciduous (NS) PFT the average values were very similar (observations 20.29 ‰ and simulations 20.12 ‰). Somewhat larger discrepancies occurred for the needle-leaved evergreen PFT, where the average of the observations was 20.00 ‰ and the average of the simulation results was 19.59 ‰. For the broadleaf evergreen forests there was a large deviation between the observed (22.68 ‰) and modelled values (20.55 ‰), but also the sample sizes were very different (n=1617 for observations and n=54 for simulations). For the modelled values the difference between needle-leaved deciduous and evergreen forests was more pronounced than in the observations, but the sample size of modelled NS sites was very small (n=6).
3.3 Model sensitivity and uncertainty analysis

The parameter sensitivity study reveals that the model output is sensitive only to a limited amount of these parameters. The role of specific parameters varies across sites (Tab. ??) and with the output quantity of interest (Tab. S1). A number of interesting things can be noted when looking at which parameters dominate across sites (Tab. ??). In line with reports from other studies for other models (e.g. Zaehle et al., 2005; Zaehle and Friend, 2010; Wramneg et al., 2013).

The first set of parameters is related to those affecting the photosynthetic nitrogen-use efficiency, which directly affect the C assimilation per unit leaf area. In QUINCY v1.0, this is mostly related to the magnitude of leaf N assumed to be structural N ($L_{\text{true}}$), the scaling of leaf N to leaf chlorophyll content ($k_{f,chl}$, $a_{chl}$), and the efficiency of Rubisco-limited carboxylation rate per unit N ($v_n$).

The second set of parameters to which the model is sensitive, unlike other carbon-only models, relates to parameters determining the rate of litter and soil organic matter turnover ($T_{\text{opt,decomp}}$), the efficiency of microbial SOM processing ($\theta_{\text{SOM,decomp}}$), and the C:N of the slow decomposing soil organic matter ($\chi_{\text{SOM,slow}}$). All these parameters control the rate at which nitrogen and phosphorus are released by SOM decomposition, which in the QUINCY 1.0 model is important for the growth of leaves and associated photosynthesis. Such a dependency is to be expected by a nutrient-cycle enabled model and this is clearly documented in the dependence of simulated GPP on simulated net N and P mineralisation (Fig. S12). It is important to note that for the effect of uncertainty in the temperature optimum of decomposition, $T_{\text{opt,decomp}}$, it is not the direct effect of the optimum point that matters, since it is larger than common soil temperatures for most of the sites, but a side-effect of changing the default turnover time of litter and SOM along with the change in optimum temperature. Consistent with expectation the rate of soil turnover is more important in cold that warm environments, soil-based parameters are less important that photosynthetic parameters for the tropical site compared to the three non-tropical sites.

The third set of parameters identified as sensitive can be characterised as being related to vegetation growth and dynamics. One one hand, these are parameters dominating the carbon allocation within plants ($k_{\text{frac,sl}}$), also as noted by Zaehle et al. (2005) and Massoud et al. (2019) for other models, as well as the tissue stoichiometry ($\chi_{\text{leaf,f}}, \chi_{\text{leaf,d}}$). Important, also the scaling exponent $k_{f,chl}$, relating diameter to crown-area, and thereby determining the space-constraint for the establishment and mortality of tree PFTs plays some role in some of the sites due to its effect on LAI and total vegetation biomass. At the tropical BR-Ma2 site, despite temperature acclimation, the basal maintenance respiration rate for leaves and fine roots ($\psi_{\text{non-woody,resp,maint}}$) is also a sensitive parameter, as is the scaling parameter for limiting nutrient uptake under high nutrient availability ($K_{\text{demand}}$).

The parameter sensitivities investigated here propagate to uncertainty in the model output. The inner-quartile range of the model output (Fig. 8) is well constrained and centred around the results of the standard parameterisation reported in Tab. ??.

Extreme parameter combinations cause larger variations, but do not fundamentally change the model behaviour. Including wider parameter ranges for some more uncertain parameters will likely affect the absolute mean and uncertainty range of particular model output. Therefore, the results shown in Fig. 8 should not be interpreted as an estimate of parameter-based model uncertainty. However, the results do suggest that despite introducing a complex ecosystem model with many non-linear equations and parameters, the model does not reveal fundamental model instabilities.
By varying parameters, we essentially generate an ensemble of simulations with identical climate and atmospheric nutrient input, but different soil nutrient retention capacities and turnover rates, as well as cycle rates, and vegetation nutrient-use efficiencies, thus a gradient of sites with identical climate, but different N and P availabilities. The model shows, as expected, clear dependencies between the rates of net N and P mineralisation, GPP, and GPP, which also propagate to the simulated carbon stock in vegetation and soil. The correlation between (Fig. S12) underlying the uncertainty ranges reported in Fig. 8. For this example, there is also a clearly negative correlation between the net N mineralisation and foliar C:N:P and biogeochemical fluxes is less clear, owing to the additional effects of productivity changes on foliar area and carbon partitioning background.

The role of specific parameters varies with the output quantity of interest and across sites, depending on the level of nutrient limitation at the sites. Table Tab. ?? lists the ten most important parameters for each site, clearly demonstrating that next to parameters affecting leaf mass and photosynthetic efficiency directly (e.g. \(k_{\text{struct}}\), \(a_\text{fast}\), \(a_\text{slow}\), \(k_{\text{latosa}}\)), the assumed overall turnover time of the soil, affected through the optimum temperature of decomposition, \(T_{\text{opt,decomp}}\), as well as the efficiencies of microbial SOM processing (\(\eta_{\text{C,litter→fast}}\), \(\eta_{\text{C,fast→slow}}\)) play an important role due to the strong coupling of vegetation productivity to soil nutrient availability in the QUINCY v1.0 model which gives rise to a negative co-variation of GPP and leaf C:N. Interestingly, such a correlation does not exist for foliar N:P, probably owing to a lack of effect of foliar P concentrations on photosynthesis.

4 Discussion

Models of land surface models with coupled carbon-nitrogen and phosphorus cycles for land surface models have been published before (Goll et al., 2017; Wang et al., 2010; Yang et al., 2014). The QUINCY v1.0 model introduced in this paper distinguishes itself from these models in (i) that it seamlessly integrates nutrient dynamics with carbon, water and energy calculations (e.g. there is no difference in time-stepping between biogeophysical and biogeochemical processes) and (ii) that there is an explicit consideration of the decoupling of photosynthesis and growth. Decoupling of the growth processes from C-supply due to photosynthesis by accounting for temperature, moisture and nutrient constraints in the formation of new tissue, as opposed to the simpler treatment of these dynamics in Zaehle and Friend (2010), as and applied in Goll et al. (2017). The purpose of this paper is to provide a background for future studies on the effect of coupled biogeochemical cycles at large scales as well as on testing the effect alternative representations of important nutrient cycle related processes, for which the model is suitable due to its modular design. A detailed evaluation of all new submodules of the model is beyond the scope of this paper.

Overall, QUINCY v1.0 performs well in terms of diurnal, seasonal and annual carbon fluxes across a range of ecosystem monitoring flux sites, spanning a large geographic gradient and a variety of ecosystem types. Despite the lack of any site-specific parameterisation, there is no systematic model bias for any single PFT at either time scale for either the FLUXNET (Figs. 3 and 4) or the GFB (Fig. 6) analyses. Including a coupling of the carbon cycle to representations of the nitrogen and phosphorus cycle affects long-term average productivity through its effects on photosynthetic capacity (changed foliar nitrogen concentration) and leaf area (as a result of the changes in root:shoot allocation), but diurnal and seasonal variations in
However, short-term diurnal or sub-seasonal shortage of soil nitrogen or phosphorus availability do not directly and instantaneously affect simulated productivity because of the buffering introduced through the labile and reserve storage.

Model predictions generally show an improvement in the prediction of GPP with the addition of the N cycle. This occurs despite a slight low bias in simulated foliar nitrogen concentration compared to the mean values of the TRY database (BS: 2.1 (0.6-3.2) % versus 1.7 ± 0.3, TrBE/TeBE: 1.7 (0.5-3.9) % versus 1.7 ± 0.4, NE: 1.3 (0.5-1.9) % versus 1.0 ± 0.4, NS: 1.9 (0.9-3.0) %). This comparison is indicative only, since there is a geographic mismatch between the spatial coverage and distribution of the modelled sites and the data in the TRY database. Note that these estimates are not fully independent because the minimum and maximum range of permissible foliar N were derived from (Kattge et al., 2011).

The P enabled version does not show additional improvement in simulating the regional differences in productivity. This is partly due to the fact that the sites with sufficient information on GPP and NPP available for model evaluation are as a majority located in temperate and boreal regions, where the main limiting nutrient is likely to be nitrogen (LeBauer and Treseder, 2008). However, even for the few tropical sites included in the analysis, where in general terms limitation of productivity by P would be expected (LeBauer and Treseder, 2008; Vitousek et al., 2010), we do not find any significant effect of the simulated P cycle. An important contributor is the fact that in QUINCY v1.0, the vertically explicit description of SOM dynamics permits very efficient recycling of organic P in the litter layer, where low mineral sorption capacities lead to efficient P uptake of soil microorganisms and vegetation. The efficient recycling in the litter layer is partially due to the biochemical mineralisation flux. Further observations are required in order to constrain this flux better (Reed et al., 2011). One further important factor is the unknown initial soil concentration of plant available P, as well as uncertainties in the rate of P weathering. Improving the understanding of P availability across the globe remains an important challenge for the representation of P effects on productivity (Wang et al., 2010; Goll et al., 2017), requiring detailed observations of soil and vegetation P dynamics and manipulation experiments (e.g. Medlyn et al., 2016). In addition, similar to other models (Goll et al., 2017; Yang et al., 2014), QUINCY v1.0 currently assumes that P limitation solely effects productivity due to a stoichiometric constraint on growth, while other mechanisms may also play an important role in the acclimation of plant processes to different levels of P availability (Jiang et al., 2019).

The predicted GPP and NPP across a large range of climatic and biogeographic situations is in good agreement with observations, and so is the average of the carbon-use efficiency (CUE = NPP/GPP). However, the model does not reproduce the observed range in CUE in temperate and boreal forests. and the analysis of the main drivers of CUE shows that in the current model version, CUE is mostly a function of mean annual temperature. Vicca et al. (2012) suggested that this variance is associated with altered carbon partitioning, and in particular increased belowground carbon allocation in response to nutrient shortage. The QUINCY v1.0 model simulates an increase of the root:shoot ratio with response to nutrient stress. However, the effect of this change on CUE is small, as increased root allocation not only decreases biomass production through increased allocation to higher turnover tissues, but also whole-plant mass-specific respiration, given the implicit model assumption that mass-specific fine root respiration is smaller than leaf-mass specific respiration. This inference is consistent with detailed observations at the FLUXNET site FI-Hyy (Ilvesniemi et al., 2009; Korhonen et al., 2013), where the QUINCY v1.0 model successfully simulated GPP, and vegetation C storage (observed 6.8, simulated/observed 7.0/6.8 kg C m⁻², (Ilvesniemi et al.,
2009), but substantially overestimated the NPP (observed:simulated/observed: 536/242 gC m\(^{-2}\) yr\(^{-1}\)). Additionally, the N uptake by the vegetation in addition to the N losses were in the same order of magnitude as the observations (Korhonen et al., 2013), suggesting that C partitioning rather than N availability is the source of the underestimation. The QUINCY v1.0 model simulates an increase of the root:shoot ratio with response to nutrient stress. However, the effect of this change on CUE is small, as increased root allocation not only decreases biomass production through increased allocation to higher turnover tissue, but also whole-plant mass-specific respiration, given the implicit model assumption that mass-specific fine root respiration is smaller than leaf mass-specific respiration. Further causes of this model-data mismatch include alternative pathways of carbon partitioning not represented in the model (e.g. exudation), changes in tissue turnover times with changes in nutrient availability, and the magnitude of mass-specific autotrophic respiration. For instance, the estimated autotrophic respiration in FI-Hyy was 714 gC m\(^{-2}\) yr\(^{-1}\) (Ilvesniemi et al., 2009), compared to 486.494 in the model gC m\(^{-2}\) yr\(^{-1}\), which may be the combined result of allocation, temperature response and specific respiration rates, particularly below ground. The novel structure of the QUINCY v1.0 model that decouples photosynthesis from growth, and therefore permits to adjust carbon partitioning to different sinks at short timescales will allow to investigate the effect of these processes in the future. Finally, the intra-PFT variation of observed CUE likely depends on other site-specific factors that affect site fertility, which are currently not adequately represented in the model, such as the effects of soil pH, site history, and species-level variability.

The comparison of simulated leaf \(^{13}\)C discrimination to observations recorded in the global dataset by (Cornwell et al., 2018b) suggests that the overall parameterisation of long-term mean leaf- and ecosystem-level water-use efficiency, derived from instantaneous leaf-level gas exchange measurements (Lin et al., 2015), broadly conforms with observations. Notably, the model also simulates the trend in discrimination with respect to changing water availability in accordance with observations, which suggests that the overall effect of moisture availability on water-use efficiency is appropriately considered by the model. Discrepancies between the observation-based estimates of water-use efficiency derived from leaf-level flux and isotope measurements have been noted before (Medlyn et al., 2017), and these may contribute to the remaining model-data mismatch. One possible reason for this mismatch may be the omission of mesophyll conductance in model formulations, which may induce systematic shifts in chloroplast [CO\(_2\)], and thereby affect the simulated value of leaf \(\Delta^{13}\)C without affecting leaf-level water-use efficiency (Knauer et al., in press).

5 Summary and future directions

In this paper, we presented the mathematical formulation of a new terrestrial biosphere model, QUINCY v1.0, that includes a number of ecophysiological processes (short-term and long-term storage pools, acclimation processes) that have not been represented in earlier TBM. We evaluated QUINCY v1.0 against a range of observations from worldwide datasets and demonstrated that it is successful in simulating photosynthesis and plant dynamics across large geographical ranges and different ecosystem types with different levels of chronic nutrient input and water availability. We further demonstrated that despite increased complexity and therefore increased numbers of weakly constrained parameters, the model produces predictions of the coupled biogeochemical cycles at site level within reasonable and well-defined bounds. Whether or not the same parameter
and therefore process ranking applies also to perturbation situations, e.g. from the manipulation of C, N or P availability still remains to be evaluated. The model evaluation provided in this paper points to shortcomings of the baseline QUINCY model in terms of the responses of carbon partitioning to nutrient availability, and the interactions between plants and soil processes.

The next logical step in the model’s evaluation is to subject it to a range of manipulative experimental settings that will test the realism of the coupling of the carbon-nitrogen-phosphorus cycle in different climate regimes (Zaehle et al., 2014; Yang et al., 2014; Medlyn et al., 2015). Such model evaluation can help point to the adequate representation of individual processes rather than just overall model performance. The inclusion of isotope tracers will increase the scope of such comparisons, since this will allow to better track carbon and nitrogen flows.

One of the motivations behind the development of the QUINCY v1.0 model was the recognition that there may be more than one adequate model representation for one process (Beven, 2008). Therefore the model has been constructed with a modular design, allowing to replace some of its components by alternative representations to test their effect on model predictions. Examples of future work with QUINCY v1.0 include the control of plants to shape carbon, nitrogen and phosphorus partitioning and thereby plant functioning in response to environmental change, and plant-soil processes by including better representations of the interactions between root growth/activity and SOM turnover and stabilisation.

These basic benchmarks provide a baseline test to integrate QUINCY v1.0 into the JSBACH land surface model (Mauritsen et al., 2019) to allow for a spatially explicit simulation, and integration of a range of important processes such as fire disturbance, land-use and permafrost dynamics. This integration will also allow more comprehensive and rigorous benchmarking against a wider variety of data products. In the mid-term, this will allow coupling to the Max Planck Institute’s Earth System Model (MPI-ESM) framework ICON to address feedbacks between land biogeochemistry and climate on the basis of an improved representation of biological processes affecting land biogeochemical and biogeophysical processes.

Code availability. The scientific part of the code is available under a GPL v3 licence. The scientific code of QUINCY relies on software infrastructure from the MPI-ESM environment, which is subject to the MPI-M-Software-License-Agreement in its most recent form (http://www.mpimet.mpg.de/en/science/models/license). The source code is available online (https://git.bgc-jena.mpg.de/quincy/quincy-model-releases) [TECHNICAL NOTE: WILL BE UPON ACCEPTANCE AND PRIOR TO PUBLICATION], but its access is restricted to registered users. Readers interested in running the model should request a username and password from the corresponding authors or via the git-repository. Model users are strongly encouraged to follow the fair-use policy stated on https://www.bgc-jena.mpg.de/bgi/index.php/Projects/QUINCYModel.

Appendix A: FLUXNET sites
Table A1. FLUXNET sites

<table>
<thead>
<tr>
<th>Site</th>
<th>Long</th>
<th>Lat</th>
<th>PFT</th>
<th>Start</th>
<th>End</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>AT-Neu</td>
<td>11.32</td>
<td>47.12</td>
<td>TeH</td>
<td>2002</td>
<td>2005</td>
<td>Wohlfahrt et al. (2008b)</td>
</tr>
<tr>
<td>BR-Ma2</td>
<td>-60.21</td>
<td>-2.61</td>
<td>TrBE</td>
<td>2003</td>
<td>2005</td>
<td>Araújo et al. (2002)</td>
</tr>
<tr>
<td>CA-Man</td>
<td>-98.48</td>
<td>55.88</td>
<td>BNE</td>
<td>1999</td>
<td>2003</td>
<td>Dunn et al. (2007)</td>
</tr>
<tr>
<td>CA-Qfo</td>
<td>-74.34</td>
<td>49.69</td>
<td>BNE</td>
<td>2004</td>
<td>2006</td>
<td>Bergeron et al. (2007)</td>
</tr>
<tr>
<td>CA-SF1</td>
<td>-105.82</td>
<td>54.49</td>
<td>BNE</td>
<td>2004</td>
<td>2005</td>
<td>Mkhabela et al. (2009)</td>
</tr>
<tr>
<td>CH-Oe1</td>
<td>7.73</td>
<td>47.29</td>
<td>TeH</td>
<td>2002</td>
<td>2006</td>
<td>Ammann et al. (2007)</td>
</tr>
<tr>
<td>DE-Hai</td>
<td>10.45</td>
<td>51.08</td>
<td>TeBS</td>
<td>2000</td>
<td>2006</td>
<td>Kutsch et al. (2008)</td>
</tr>
<tr>
<td>DK-Sor</td>
<td>11.65</td>
<td>55.49</td>
<td>TeBS</td>
<td>1997</td>
<td>2006</td>
<td>Lagergren et al. (2008)</td>
</tr>
<tr>
<td>ES-ES1</td>
<td>-0.32</td>
<td>39.35</td>
<td>TeNE</td>
<td>1999</td>
<td>2004</td>
<td>Sanz et al. (2004)</td>
</tr>
<tr>
<td>ES-LMa</td>
<td>-5.77</td>
<td>39.94</td>
<td>TrH</td>
<td>2004</td>
<td>2006</td>
<td>Vargas et al. (2013)</td>
</tr>
<tr>
<td>FR-LBr</td>
<td>-0.77</td>
<td>44.72</td>
<td>TeNE</td>
<td>2003</td>
<td>2006</td>
<td>Berbigier et al. (2001)</td>
</tr>
<tr>
<td>FR-Pue</td>
<td>3.60</td>
<td>43.74</td>
<td>TeBE</td>
<td>2001</td>
<td>2006</td>
<td>Keenan et al. (2010)</td>
</tr>
<tr>
<td>IL-Yat</td>
<td>34.90</td>
<td>31.35</td>
<td>TeNE</td>
<td>2001</td>
<td>2002</td>
<td>Grünzweig et al. (2003)</td>
</tr>
<tr>
<td>IT-Cpz</td>
<td>12.38</td>
<td>41.71</td>
<td>TeBE</td>
<td>2001</td>
<td>2006</td>
<td>Tirone et al. (2003)</td>
</tr>
<tr>
<td>IT-MBo</td>
<td>11.05</td>
<td>46.02</td>
<td>TeH</td>
<td>2003</td>
<td>2006</td>
<td>Wohlfahrt et al. (2008a)</td>
</tr>
<tr>
<td>IT-Ro2</td>
<td>11.92</td>
<td>42.39</td>
<td>TeBS</td>
<td>2002</td>
<td>2006</td>
<td>Tedeschi et al. (2006)</td>
</tr>
<tr>
<td>IT-SRo</td>
<td>10.28</td>
<td>43.73</td>
<td>TeNE</td>
<td>2003</td>
<td>2006</td>
<td>Chiesi et al. (2005)</td>
</tr>
<tr>
<td>NL-Loo</td>
<td>5.74</td>
<td>52.17</td>
<td>TeNE</td>
<td>1997</td>
<td>2006</td>
<td>Dolman et al. (2002)</td>
</tr>
</tbody>
</table>
### Table A1. FLUXNET sites (continued)

<table>
<thead>
<tr>
<th>Site</th>
<th>Long</th>
<th>Lat</th>
<th>PFT</th>
<th>Start</th>
<th>End</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>SE-Fla</td>
<td>19.46</td>
<td>64.11</td>
<td>BNE</td>
<td>2000</td>
<td>2002</td>
<td>Lindroth et al. (2008)</td>
</tr>
<tr>
<td>SE-Nor</td>
<td>17.48</td>
<td>60.09</td>
<td>BNE</td>
<td>1996</td>
<td>1997</td>
<td>Lagergren et al. (2008)</td>
</tr>
<tr>
<td>US-Blo</td>
<td>-120.63</td>
<td>38.90</td>
<td>TeNE</td>
<td>2000</td>
<td>2006</td>
<td>Goldstein et al. (2000)</td>
</tr>
<tr>
<td>US-Ha1</td>
<td>-72.17</td>
<td>42.54</td>
<td>TeBS</td>
<td>1995</td>
<td>1999</td>
<td>Urbanski et al. (2007)</td>
</tr>
<tr>
<td>US-Ho1</td>
<td>-68.74</td>
<td>45.20</td>
<td>TeNE</td>
<td>1996</td>
<td>2004</td>
<td>Hollinger et al. (1999)</td>
</tr>
<tr>
<td>US-MOz</td>
<td>-92.20</td>
<td>38.74</td>
<td>TeBS</td>
<td>2005</td>
<td>2006</td>
<td>Gu et al. (2006)</td>
</tr>
<tr>
<td>US-SRM</td>
<td>-110.87</td>
<td>31.82</td>
<td>TeBE</td>
<td>2004</td>
<td>2006</td>
<td>Scott et al. (2009)</td>
</tr>
<tr>
<td>US-Ton</td>
<td>-120.97</td>
<td>38.43</td>
<td>TeBE</td>
<td>2002</td>
<td>2006</td>
<td>Ma et al. (2007)</td>
</tr>
<tr>
<td>US-Var</td>
<td>-120.95</td>
<td>38.41</td>
<td>TrH</td>
<td>2001</td>
<td>2006</td>
<td>Ma et al. (2007)</td>
</tr>
<tr>
<td>ZA-Kru</td>
<td>31.50</td>
<td>-25.02</td>
<td>TrBR</td>
<td>2001</td>
<td>2003</td>
<td>Archibald et al. (2010)</td>
</tr>
</tbody>
</table>
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Figure 1. Schematic representation of the model structure. Ellipses: biogeochemical pools and other state variables; rectangles: biogeochemical processes; tetraeders: model input; solid green lines: carbon fluxes; solid dark red lines: nitrogen and phosphorus fluxes; solid black lines: carbon, nitrogen and phosphorus fluxes; dotted blue lines: effects.
Figure 2. Locations of the sites used for model evaluation. Black stars: FLUXNET sites; circles: GFDB sites with circles having colors corresponding to different PFTs (see Table 1).
Figure 3. Simulated and observed mean monthly diurnal (a, b, c, d) and seasonal (e, f, g, h) cycles of gross primary production (GPP) at four FLUXNET sites (FI-Hyy, FR-Hes, AU-Tum, BR-Ma2, see Tab. A1) representing the major QUINCY PFTs (NE, BS, TeBE, and TrBE, respectively, see Tab. 1). 'Obs' correspond to micrometeorological observations. 'C', 'CN' and 'CNP' refer to the model simulations with C, C&N and C&N&P options enabled. Seasonal cycles have been smoothed by a 16-day running mean.
Figure 4. Taylor plots for gross primary production (GPP) and net ecosystem exchange (NEE) showing the model-data agreement for the FLUXNET sites used in this study (Tab. A1), separated according to the dominant plant functional type (Tab. 1). The standard deviation was normalized against the standard deviation of the observations for the corresponding variable. The grey lines correspond to the euclidean distance from the point of perfect model-data agreement, where both the normalised standard deviation and the correlation coefficient are 1.0, shown as a black star in the figure.
Figure 5. Root mean square error (RMSE) for simulated gross primary production (GPP) by dominant plant functional type (see Tab. 1). The number of sites used in the calculation of the PFT-specific RMSE value (n) is shown above the bars for each PFT. The error bars denote the standard deviation of the RMSE values of the different sites within each PFT. 'C', 'CN' and 'CNP' refer to the model simulations with C, C&N and C&N&P options enabled.
Figure 6. Simulated versus observed gross primary productivity (GPP) (a), net primary productivity (NPP) (b) and carbon use efficiency (CUE=NPP/GPP) (c) at GFDB sites against observations. For PFT abbreviations, see Table 1. Note that observations of GPP and NPP are not consistently available for all sites.
Figure 7. Observed and simulated leaf $\Delta^{13}C$. Observations are taken from the global database of (Cornwell et al., 2018b), simulations are derived from the GFDB set of sites (see Fig. 2). As there is no direct correspondence between data and model location, the data are plotted as a function of climatic water deficit, measured as the ratio of actual to potential evapotranspiration (ET/PET). For model PFT abbreviations, see Table 1.
Figure 8. Median, inner-quartile range and absolute range of simulated gross primary production (GPP), net mineralisation of NH$_4$ (Φ$_{NH_4}$) and PO$_4$ (Φ$_{PO_4}$), leaf C:N and N:P, as well as vegetation C (veg. C) and total ecosystem C (up to a depth of 1m) obtained for the four FLUXNET sites in Fig. 3 using latin-hypercube sampling (n=1000) for 45 parameters. Values have been normalised to the ensemble mean, given as number for each site and variable, to improved readability. The numbers below each individual box correspond the median value for each variable: GPP in units gC m$^{-2}$ yr$^{-1}$, Φ$_{NH_4}$ in units gN m$^{-2}$ yr$^{-1}$, Φ$_{PO_4}$ in units gP m$^{-2}$ yr$^{-1}$ and vegetation and total carbon in units gC m$^{-2}$. 
<table>
<thead>
<tr>
<th>Number</th>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>TrBE</td>
<td>Tropical broad-leaved evergreen</td>
</tr>
<tr>
<td>2</td>
<td>TeBE</td>
<td>Temperate broad-leaved evergreen</td>
</tr>
<tr>
<td>3</td>
<td>BR</td>
<td>(Tropical) broad-leaved rain deciduous (rain green)</td>
</tr>
<tr>
<td>4</td>
<td>BS</td>
<td>(Temperate &amp; Boreal) Broad-leaved winter deciduous (summer green)</td>
</tr>
<tr>
<td>5</td>
<td>NE</td>
<td>(Temperate &amp; Boreal) Needle-leaved evergreen (coniferous evergreen)</td>
</tr>
<tr>
<td>6</td>
<td>NS</td>
<td>(Temperate &amp; Boreal) Needle-leaved winter deciduous (summer green)</td>
</tr>
<tr>
<td>7</td>
<td>TeH</td>
<td>C3 grass</td>
</tr>
<tr>
<td>8</td>
<td>TrH</td>
<td>C4 grass</td>
</tr>
</tbody>
</table>
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This Supplementary Material includes a detailed model description with equations. Section M1 summarises the general structure and vertical discretisation of vegetation and soil, and introduces general parameters (Tab M1). Section M2 describes the canopy processes, such as photosynthesis and stomatal coupling, with parameters in Tab. M2. Section M3 introduces vegetation growth, turnover and dynamics and the corresponding parameters are in Tab. M3. The soil biochemistry is described in Section M4, and its parameters are in Tab. M4. Section M5 describes the implementation of the isotope code, with parameters in Tab. M5. Section M6 describes the radiation scheme, surface energy balance and soil hydrology, with parameters described in Tab. M6. The PFT-specific parameters are listed in Tab. M7. Where no explicit reference to other studies is given, the equations have been developed in this study.

M1 General model structure, modularity, and discretisation

Each gridcell of the model is subdivided into nested tiles, each of which is occupied by one specific vegetation-type, representing a plant functional type (PFT). The number of tiles per gridcell is flexible, making it is easy to implement more/different PFTs in the future. In the model, vegetation is represented by an average individual composed of a range of structural pools (leaves, sapwood, heartwood, coarse roots, fine roots, and fruit), a fast overturning, respiring non-structural pool (labile), as well as a seasonal, non-respiring, and non-structural storage pool (reserve). Tree vegetation types are furthermore characterised by their height (m), diameter (m), and stand density (m⁻²). Soil biogeochemistry is represented using five organic pools: metabolic (met), structural (str) and and woody (wl) litter, as well as fast (f) and slow (s) overturning soil organic matter. Each of these pools contains carbon (C), nitrogen (N) and phosphorus (P), as well as $^{13}$C, $^{14}$C, and $^{15}$N. The unit of the pools is mol X m⁻² for vegetation and mol X m⁻³ for soil biogeochemical pools, where X represents any of these elements. In addition, the model represents the following soil biogeochemical pools (NH₄, NO₃, NOₓ, N₂O, N₂, and PO₄), with equivalent units.
The model operates on a half-hourly time-scale (denoted as $dt$). Vegetation processes, e.g. the photosynthesis and respiration responses to temperature, the responses of nutrient uptake and foliar nutrient concentrations to nutrient availability, are assumed to respond to these instantaneous conditions and associated fluxes with a process-specific lag time ($\tau_{mavg}$, see Tab. M1), representing a form of memory for instance in the calculation of allocation or vegetation dynamic responses. Where appropriate, the fluxes or pool sizes are calculated as running means with a time-averaging filter as

$$X_{mavg,new}^{process} = X_{mavg,old}^{process} \times (1 - \omega) + X_{current}^{process} \times \omega, \text{where}$$

$$\omega = \frac{dt}{\tau_{mavg}}$$

where $X_{current}^{process}$ is the instantaneous state or flux of interest, and $X_{mavg,old}^{process}$ as well as $X_{mavg,new}^{process}$ are the averaged values of the previous and current time step, respectively. The equations where these lag times are playing a role are also shown in Tab. M1.

M1 Vertical discretisation

The canopy is discretised into 10 layers (denoted by subscript $cl$), with exponentially increasing layer depth ($LAI_{cl}$) to allow for a better resolution of canopy processes in areas of top-of-canopy processes with high light and nitrogen gradients. Total foliage N In accordance with observations of canopy N distribution (Niinemets et al., 1998), less N is allocated to the lower, darker canopy layers: as in Zaehle and Friend (2010), the total canopy N content ($N_{leaf}$) is distributed to each canopy layer $cl$ following

$$N_{leaf,cl} = N_{leaf,cl=1} \times e^{-k_n \times LAI_c}, \text{where}$$

$$N_{leaf,cl=1} = \frac{k_n}{1 - e^{-k_n \times LAI}} N_{leaf}$$

where $LAI_c$ is the cumulative leaf area above the centre-point of the canopy layer, and $LAI$ the total leaf area, such that less N is allocated to the lower, darker canopy layers, in accordance with observations of canopy N distribution (Niinemets et al., 1998) and $cl = 1$ is the top layer.

All soil state-variables (temperature, moisture, texture, soil biogeochemical pools) and fluxes are discretised into 15 soil layers (denoted by subscript $sl$). Layer thickness increases exponentially with increasing layer depth up to a total depth of 9.5 m, and with a minimum layer thickness for the top layer of 0.065 m. Fine Following observations presented by Jackson et al. (1996), fine roots and coarse roots are assumed to be distributed in exponentially decreasing density along the soil profile according to

$$X_{root,sl} = X_{root,sl=1} \times e^{-k_{root,sl} \times depth_{sl}}, \text{where}$$

$$X_{root,sl=1} = \frac{k_{vd}}{1 - e^{-k_{root,sl} \times depth_{sl}}} X_{root}$$
where $k_{vd}$ is a PFT-specific parameter (see Tab. M7, Jackson et al. (1996)), depth$_{sl}$ the depth of the soil layer’s mid point, depth$_{r}$ the rooting depth, derived from site characteristics and $X_{root}$ the respective fine or coarse root mass.

For clarity in the following, the subscript for canopy and soil layer is ignored if processes are treated similarly across layers.

### M1.2 Modularity

The code structure of QUINCY has been designed in a modular way, with two intentions.

5 Modularity regarding the scope of the model The model can be run configured as a canopy flux scheme (simplified representation of LAI dynamics given the phenology subroutines, full consideration of soil hydrology, surface energy, canopy radiation and photosynthesis), a stand-alone vegetation model (all of the canopy flux schemes, but with LAI dependent on vegetation growth and dynamics, however without biogeochemical soil feedbacks), a stand-alone soil biogeochemical model (driven by pre-calculated soil moisture and temperature as well as atmospheric and plant litter inputs), a configuration of any of the former without considering soil moisture constraints, and the fully coupled canopy, vegetation and soil model as applied here. This approach allows for testing the implications of particular processes at reduced model complexity.

Modularity regarding the ability to test different hypothesis regarding specific process representations that the subroutine structure of the model facilitates the testing of alternative process hypotheses. These include alternative assumptions about temperature acclimation, the vertical structure of the soil (bulk or one-dimensional with flexible numbers of layers), as well as submodules to be tested in future studies.

### M2 Canopy processes

#### M2.1 Canopy nitrogen allocation

The leaf area index (LAI) and canopy nitrogen content ($N_{leaf}$) are dynamic properties of the model, as described in Section M3, and are discretised to canopy layers given by Eq. 2. $N_{leaf,cl}$ is partitioned into photosynthetic and non-photosynthetic, or structural, N. The fraction of structural N ($fN_{struc,cl}$) is calculated as a function of the total leaf N in the respective canopy layer (Zaehle and Friend, 2010):

$$fN_{struc,cl} = k_{0}^{struc} - k_{1}^{struc}N_{leaf,cl}$$

(4)

where $k_{0}^{struc}$ is a PFT-specific parameter and $k_{1}^{struc}$ is an empirical constant.

The photosynthetic N is further separated into the fraction that is associated with Rubisco ($fN_{rub}$), electron transport ($fN_{et}$), chlorophyll ($fN_{chl}$) and in the case of C4 plants, a fourth fraction for PEP carboxylase $fN_{pep}$.

As in (Zaehle and Friend, 2010), the fraction of N in chlorophyll for each layer is calculated as decreasing with canopy depth:

$$fN_{chl} = \frac{k_{0}^{chl} - k_{1}^{chl} e^{-k_{n}^{chl}LAI_{c}}}{d_{chl}^{n}}$$

(5)
where $k_0^{chl}$, $k_1^{chl}$ and $k_2^{chl}$ are empirical parameters, and $a_{chl}^n$ is the molecular N content of chlorophyll.

The values of $fN_{rub}$ and $fN_{et}$ are calculated assuming a fixed ratio of the $V_{cmax}$ and $J_{max}$ photosynthetic parameters at 25°C, $r_{f2V}$, given the calculated values of the structural and photosynthetic fractions. The PEP carboxylase fraction, $fN_{pep}$, is considered to be a constant.

### M2.2 Leaf-level net photosynthesis

Photosynthesis and stomatal conductance are calculated for the mid-points of each canopy layer and light-quality class (sunlit and shaded; as defined in Sect. M6.1). For clarity, the subscript $cl$ is omitted in this section. The calculation of leaf-level photosynthesis is based on Kull and Kruijt (1998), extended for C4 photosynthesis according to Friend et al. (2009), and with the Kull-photosynthesis scheme explicitly and dynamically separates each leaf (layer) into a fraction that is light-saturated, under which photosynthesis is controlled by Farquhar-type co-limitation model (Farquhar et al., 1982), and the remainder, which is light-harvesting limited, and therefore strongly depends in the leaf chlorophyll content (see Kull and Kruijt, 1998, for details).

The temperature response curves as described in Bernacchi et al. (2001). Unless stated otherwise, temperature sensitivities follow the form:

$$f_x(T_{air}) = e^{E_x^s - E_x^i / (R \times T_{air})}$$

where $T_{air}$ is the air temperature (K), $R$ is the universal gas constant (J mol$^{-1}$ K$^{-1}$), and the process-wise $E_x^s$ and $E_x^i$ are given in Table M2.

Photosynthesis and stomatal conductance are calculated for the mid-points of each canopy layer and light-quality class (sunlit and shaded; as defined in Sect. M6.1). For clarity, the subscript $cl$ is omitted in this section. Note that the current version of QUINCY does not include a representation of canopy temperature and we are therefore using air temperature for all aboveground processes.

In light-saturated conditions, gross photosynthesis ($A_g$) in C3 plants is calculated as the minimum of two potential rates, the electron-transport capacity limited carboxylation ($A_j$) and the Rubisco-limited rate of photosynthesis ($A_v$). $A_j$ is given by

$$A_j = m_1 \times J_{max}, \text{ where }$$

$$m_1 = \frac{c_i}{c_i + 2 \times \Gamma^*},$$

$$J_{max} = n_1 \times N_{leaf},$$

$$n_1 = g_{jmax}(T_{air}) \times \beta_{soil}^{ps} \times \beta_{sinklim}^{ps} \times \beta_{soa}^{ps} \times f_{max} \times f_{et}$$

where $c_i$ is the intercellular partial pressure of CO$_2$ (Pa, Eq. 17), and $\Gamma^*$ is the CO$_2$ compensation point in the absence of dark respiration. $\beta_{sinklim}^{ps}$ is a signal to reduce photosynthesis in the case of C sink limitation (Eq. 43) and $\beta_{soa}^{ps}$ is accounting
for the effect of low-temperature acclimation in the evergreen species (Eq. 46). Excessive soil moisture stress constraints (as discussed in Rogers et al. (2017)) are assumed to reduce light-saturated photosynthetic activity by:

\[
\beta_{soil}^{ps} = 1 - \frac{\Psi_{soil}}{\Psi_{min}^{leaf}},
\]  

(8)

where \(\Psi_{soil}\) is the soil water potential in the root zone (Eq. 121) and \(\Psi_{min}^{leaf}\) is the PFT-specific minimum leaf water potential. The temperature sensitivity of electron transport is assumed to follow the bell-shaped form described by June et al. (2004), where \(T_{opt}^{jmax}\) is the optimum temperature for \(J_{max}\) according to Friend (2010), as follows:

\[
g_{jmax}(T_{air}) = e^{-\left(\frac{T_{air} - T_{opt}^{jmax}}{T_{\Omega}}\right)^2},
\]  

(9a)

\[
T_{opt}^{jmax} = k_{0}^{opt} + k_{1}^{opt} T_{air}; T_{max, min}^{jmax} < T_{opt}^{jmax} \leq T_{max, max}^{jmax},
\]  

(9b)

where \(T_{\Omega}\) is a PFT-specific parameter, \(k_{0}^{opt}\) and \(k_{1}^{opt}\) are parameters, \(T_{air}\) is the air temperature, and \(T_{jmax}^{opt}\) in Eq. 9 is the mean of the daytime \(T_{jmax}^{opt}\) over the past few days (\(\tau_{jmax}^{mavg}\)), thereby accounting for temperature acclimation of photosynthesis as in Friend (2010).

\(A_v\), the 
Rubisco-limited rate of photosynthesis, is given by

\[
A_v = m_2 \times V_{cmax},
\]  

(10a)

\[
m_2 = \frac{c_i}{c_i + k_c (1 + O_i/k_o)},
\]  

(10b)

\[
V_{cmax} = n_2 \times N_{leaf}
\]  

(10c)

\[
n_2 = f_{vcmax}(T_{air}) \times \beta_{soil}^{ps} \times \beta_{sinklim}^{ps} \times \beta_{soa}^{ps} \times v_{cmax}^{n} \times f_{Nrub}
\]  

(10d)

where \(O_i\) is the intercellular partial pressure of \(O_2\), and \(k_c\) and \(k_o\) are the Michaelis-Menten constants for \(CO_2\) and \(O_2\) respectively, derived \(E^{kc}_{0}, E^{kc}_{1}\), or \(E^{ko}_{0}, E^{ko}_{1}\) using Eq. 6.

The N-specific light-saturated rate of C3 photosynthesis can then be calculated as:

\[
m_{sat} = \min(n_1 \times m_1, n_2 \times m_2)
\]  

(11)

Friend et al. (2009) adjusted the scheme by Kull and Kruijt (1998) using the Collatz formulation of C4 photosynthesis Collatz et al. (1992). The simplified assumption is that \(A_j\) and \(A_v\) can be calculated as above, but at saturating \(c_i\) (\(c_{i,max}\)). Bundle-sheath transport limitation (\(A_p\)) is then further limiting C4 photosynthesis, given by

\[
A_p = V_{pmax} \times m_3, where
\]  

(12a)

\[
V_{pmax} = n_3 \times N_{leaf}
\]  

(12b)

\[
n_3 = g_{pepc}(T_{air}) \times v_{pepc}^{n} \times f_{Npepc},
\]  

(12c)

\[
m_3 = \frac{c_i}{p},
\]  

(12d)
where the temperature response is
\[ g_{\text{pepc}}(T_{\text{air}}) = 2(T_{\text{air}} - T_{\text{ref}}^{\text{pepc}})/T_{\text{base}}^{\text{pepc}} \] (13)

The N-specific light-saturated rate of C4 photosynthesis can be calculated as
\[ m_{\text{sat}} = \min(n_1 \times m_1, n_2 \times m_2, n_3 \times m_3) \] (14)

The light-harvesting limited rate of photosynthesis \( (A_h) \) can be written as
\[ A_h = m_1 \times \alpha_i \times \text{PPFD}_a, \] (15a)
\[ \text{PPFD}_a = \text{PPFD}_0 (1 - e^{-k_a \times C_{\text{chl}}}), \] where
\[ C_{\text{chl}} = a^{n}_{\text{chl}} \times f N_{\text{chl}} \times N_{\text{leaf}} \] (15c)

where \( \alpha_i \) is the intrinsic quantum efficiency for CO\(_2\) uptake, \( \text{PPFD}_0 \) is the photosynthetic photon flux density (PPFD) penetrating sunlit or shaded foliage, converted from the adsorbed radiation of the canopy layer (Eq. 102), and \( k_a \) as well as \( a^{n}_{\text{chl}} \) are parameters specified in Table M2.

As Kull and Kruijt (1998) show, this system of equations (Eq. 7-15) can be solved to yield gross photosynthesis \( (A_g) \) for one canopy layer and light-class as:
\[ A_g = (1 - \frac{\Gamma^*}{c_i})[m_{\text{sat}} N_{\text{sat}} + \alpha_i \text{PPFD}_a (e^{-k_a \times a^{n}_{\text{chl}} \times f N_{\text{chl}} \times N_{\text{sat}} - e^{-k_a \times a^{n}_{\text{chl}} \times f N_{\text{chl}} \times N_{\text{leaf}}})], \] where
\[ \text{for} N_{\text{sat}} = 0 : N_{\text{lim}} < 0 \] (16b)
\[ \text{for} N_{\text{sat}} = N_{\text{lim}} : N_{\text{lim}} < N_{\text{leaf}} \] (16c)
\[ \text{for} N_{\text{sat}} = N_{\text{leaf}} : N_{\text{lim}} \geq N_{\text{leaf}}, \text{and} \] (16d)
\[ N_{\text{lim}} = -\frac{\ln(m_{\text{sat}} / [\alpha_i \times \text{PPFD}_a \times k_a \times a^{n}_{\text{chl}} \times f N_{\text{chl}} \times m_1])}{k_a \times a^{n}_{\text{chl}} \times f N_{\text{chl}}} \] (16e)
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M2.3 Stomatal coupling

The combination of leaf-level net photosynthesis \( (A_{n,cl}) \), stomatal conductance \( (g_{s,cl}) \), and leaf internal CO\(_2\) concentration \( (c_{i,cl}) \) satisfying Eq. 17 is sought iteratively for each canopy layer (following broadly Ball et al., 1987):

\[ A_n = (A_{g,\text{sunlit}} \times f_{\text{sunlit}} + A_{g,\text{shaded}} \times (1 - f_{\text{sunlit}})) - R_l \] (17a)
\[ g_s = [g_0 + g_1 \frac{A_{n,\beta_{air}^{\text{g}_s}}}{c_a}] \times R \times T_{\text{air}}/p \] (17b)
\[ c_i = c_1 \times c_a - c_2 \times A_n \times \left( \frac{D_{\text{air}}^{\text{uv}2\text{co2}}}{g_s} + \frac{D_{\text{turb}}^{\text{uv}2\text{co2}}}{g_a} \right) \times R \times T_{\text{air}} \] (17c)
where \( f_{\text{sunlit}} \) is the fraction of sunlit leaves in a canopy layer (see Eq. 101), \( R_t \) is the maintenance respiration of leaves (see Sect. M3.2), \( g_0 \) and \( g_1 \) are PFT-specific parameters, \( R \) is the molar gas constant, \( T_{\text{air}} \) is air temperature (K), \( p \) air pressure (Pa), \( c_1 \) converts CO\(_{2}\) concentration from ppm to Pa, \( c_2 \) converts \( \mu \text{molm}^{-2}\text{s}^{-1} \) to \( \text{molm}^{-2}\text{s}^{-1} \), \( g_a \) is the aerodynamic conductance (calculated following Eq. 110), and the \( D \)'s are the diffusion coefficient corrections for CO\(_{2}\) and water (Bonan, 2015).

\[ \beta_{\text{air}} \] is taken as relative humidity (Ball et al., 1987; Knauer et al., 2015) and \( \beta_{\text{soil}}^{gs} \) is the stomatal response to soil moisture, described by:

\[ \beta_{\text{soil}}^{gs} = 1 - \frac{\Psi_{\text{soil}}}{\Psi_{\text{min}}^{\text{leaf}}} \]  

(18)

where \( \Psi_{\text{soil}} \) is the soil water potential in the root zone (Eq. 121) and \( \Psi_{\text{min}}^{\text{leaf}} \) is the PFT-specific minimum leaf water potential.

10 M2.4 Canopy integration

Canopy-level fluxes are derived by summing the product of layer-level fluxes or state-variables and the depth of the layer

\[ F = \sum_{cl=1}^{n_{\text{canopy}}} F_{cl} \times LAI_{cl}, \]  

(19)

where \( F \) is the canopy-level equivalent of a leaf-level variable \( F_{cl} \) (per unit leaf-area), such as gross photosynthesis \( (A_g) \), net photosynthesis \( (A_n) \), and leaf-level stomatal conductance \( (g_s) \), (see Sect. M2.2 and M2.3) and \( LAI_{cl} \) is the leaf area index of the canopy layer. The resulting canopy net assimilation \( A_g \) is used as input to the vegetation model (Eq. 20), the canopy conductance \( (G_s) \) is used for the calculation of ecosystem transpiration (Eq. 118).

M3 Vegetation growth, turnover and dynamics

M3.1 Labile pool dynamics

The general equation for labile pool dynamics resembles Zaehle and Friend (2010), and similar approaches: growth of a plant is modelled dependent on the partitioning of its labile resource to new tissue growth, storage production, as well as – in the case of C – respiration for maintenance and resource uptake:

\[ \frac{dC_{\text{labile}}}{dt} = A_g + \Delta S_C - R_m - R_r - (1 + f_{\text{resp,growth}}) \times G_C \]  

(20a)

\[ \frac{dN_{\text{labile}}}{dt} = U_{\text{root},N} + \Delta S_N - G_N \]  

(20b)

\[ \frac{dP_{\text{labile}}}{dt} = U_{\text{root},P} + \Delta S_P - G_P \]  

(20c)

where \( R_m \) is maintenance respiration, \( R_r \) is resource uptake respiration (for both see Sect. M3.2), \( \Delta S_X \) is the net exchange between the labile and reserve pool (Sect. M3.6), \( f_{\text{resp,growth}} \) is the constant fraction of respiration associated with growth, \( G_X \) are the growth rates to build new tissues, \( U_{\text{root},X} \) are nutrient rates of root uptake.
M3.2 Maintenance respiration

Following (Sprugel et al. (1995), as in (Zaehle and Friend, 2010)), maintenance respiration ($R_{m,i}$) for every vegetation pool ($i$) is estimated from its N content ($N_i$) as

$$R_{m,i} = f_{temp} \times f_{resp,maint} \times N_i$$  \hspace{1cm} (21)

where $f_{resp,maint}$ is the maintenance respiration per unit N, which differs between woody and non-woody pools, and $f_{temp}$ is the instantaneous temperature response of respiration (Lloyd and Taylor (1994))

$$f_{temp} = e^{tk_1 \left( \frac{1}{tk_2} - \frac{1}{Tk_3} \right)}$$  \hspace{1cm} (22)

where $tk_1$, $tk_2$ and $tk_3$ are temperature sensitivity parameters and $T$ is the instantaneous air or soil temperature for above- and belowground tissues, respectively. Following Atkin et al. (2014), the basal respiration rate acclimates to temperature

$$f_{maint\_rate} = f_{maint\_rate\_ref} 10^{f_{resp\_acclim}(T_{acclim} - T_{acclim, ref})}$$  \hspace{1cm} (23)

where $f_{maint\_rate\_ref}$ is the N-specific maintenance respiration rate at the temperature $T_{acclim, ref}$, $f_{resp\_acclim}$ is the slope of the temperature acclimation and $T_{acclim}$ is the running average of air or soil temperature ($\tau_{mavg}$), respectively.

Resource uptake respiration for nutrients is given by specific costs ($cost_i$, Zerihun et al. (1998)) to transform nutrients from mineral sources ($i$) into organic material and the actual plants uptake $U_{plant,i}$ (M4.5) as

$$R_{r,i} = cost_i \times U_{plant,i}$$  \hspace{1cm} (24)

where $i$ is either NH$_4$ or NO$_3$.

M3.3 Growth

The equations in this section have been developed for the QUINCY model. The potential, source-limited growth rate ($G^*_X$) is given by the product of the maximum turnover rate of the labile pool ($1/\tau_{labile}$) and the actual labile pool size ($X_{labile}$). Three sink limitation processes operate, which control the down-regulation of this potential growth rate to the actual growth rates ($G_X$):

- the temperature and moisture sensitivity of the meristem (Eq. 25);
- the requirement for maintenance respiration (Eq. 21), which takes priority over new growth; and
- the co-limitation of growth by the nutrients required to grow specific pools (Eq. 28).

The meteorological/environmental temperature and moisture control on the meristem mechanism, and therefore the growth rate, is represented by a reduction of the maximum turnover rate of the labile pool at low temperatures and low soil moisture conditions.

$$k_{labile}^* = \frac{1}{\tau_{labile}} \times e^{-\left(\lambda_{labile}^* \times T_{air}\right)_{temp}^{labile}} \times e^{-\left(\lambda_{labile}^* \times \Theta\right)_{\Theta}^{labile}}$$  \hspace{1cm} (25)
where $T_{\text{air}}$ is air temperature in degrees Celsius, $\Theta$ is the fractional soil moisture content (Eq. 120), and the $\lambda$ and $k$ are parameters. $k^*_{\text{labile}}$ is set to zero outside the growing season (see Sect. M3.8).

Respiration is assumed to have priority over growth. However, under severe C deficit, the meristem activity also down-regulates maintenance and resource uptake respiration.

To ensure that carbon growth ($G_C$) does not exceed the size of the labile carbon pool, the turnover rate of the labile pool to growth is corrected by the current respiration rate, and constrained to positive solutions:

$$G_C^* = k^*_{\text{labile}} \times C_{\text{labile}} \times dt - R_m - R_r; G_C^* \geq 0$$ (26)

Given $G_C^*$, and the stoichiometric requirements for biomass growth ($req^{\text{growth}}_{NC}$, and $req^{\text{growth}}_{PN}$, respectively):

$$req^{\text{growth}}_{XY} = \sum_{i} f^i_{\text{alloc}} \times \frac{X_i}{Y_i}$$ (27)

where $f^i_{\text{alloc}}$ are the allocation fractions (Sect. M3.4) to each pool $i$, and $\frac{X_i}{Y_i}$ are the target stoichiometries of C:N:P (Sect. M3.5) of the leaf, fine root, coarse root, sapwood, and fruits pools. The actual growth rates can be calculated as

$$G_P = req^{\text{growth}}_{N:P} \times G_N = req^{\text{growth}}_{P:N} \times req^{\text{growth}}_{N:C} \times G_C$$ (28a)

$$G_C \leq G_C^*$$ (28b)

$$G_N \leq \frac{k^{\text{nut}}_{\text{labile}}}{\tau_{\text{labile}}} \times N_{\text{labile}} \times dt$$ (28c)

$$G_P \leq \frac{(k^{\text{nut}}_{\text{labile}})^2}{\tau_{\text{labile}}} \times P_{\text{labile}} \times dt,$$ (28d)

Note that only the minimum of the three rates in eq. 28a can actually be realised. The other two growth rates are adjusted, implying a relative accumulation of these elements in the labile pool. The use of $k^{\text{nut}}_{\text{labile}}$, and $(k^{\text{nut}}_{\text{labile}})^2$ for phosphorus, implies a stronger mobilisation capacity for nutrients than for carbon-nitrogen (amino-acids) and phosphorus (a inorganic anion) than for reserve carbon (starch), which requires transformation to be used for growth. The assumption behind this is that the temperature and moisture control of the meristem is already accounted for by $G_C$, and that the plant is able to mobilise the required nutrients from the labile pool to support this growth.

Outside the growing season, all growth fluxes are set to zero (see Sect. M3.8).

M3.4 Growth partitioning

The labile pool partitioned to growth is first split into reproductive (fruit pool) and structural (leaves, fine and coarse roots and sap wood) growth. The latter is then further subdivided following a functional balance relationship between the structural pools (Zaehle and Friend, 2010).
The fraction of carbon growth allocated to fruit depends on the ability of the plant to build reserves ($\Delta S_C$, see Sect. M3.6), implying that fruit growth is suppressed during phases of rapid leaf growth (beginning of the growing season), as well as periods of C starvation (e.g. severe drought).

\[
f_{\text{fruit}}^{\text{alloc}} = k_1^{\text{fruit}} + (k_2^{\text{fruit}} - k_1^{\text{fruit}}) \times e^{\frac{-\lambda^{\text{fruit}} \times (\Delta S_C + k_3^{\text{fruit}})}{k_4^{\text{fruit}}}}
\]

where the maximum fraction of allocation to fruits ($k_2^{\text{fruit}}$) is a PFT-specific parameter.

The allocation of the remaining growth ($1 - f_{\text{fruit}}^{\text{alloc}}$) to the structural pools leaves, fine root, coarse roots, and sapwood follows a set of following allometric relationships (Zaehle and Friend, 2010).

For both trees and grasses, fine root and leaves are assumed to be in homeostatic balance described as:

\[
C_{\text{leaf}} = f_{\text{ltor}}^{\text{N,P,H}} \times k_{\text{rtos}} \times \frac{C_{\text{leaf}}}{C_{\text{sap,wood}}} \times C_{\text{fine,root}}
\]

where $k_{\text{rtos}}$ is a PFT-specific parameter and $f_{\text{ltor}}$ is a function describing the response of the leaf to root ratio to nutrient and water limitation. It is calculated as the minimum of three functions describing N, P and water limitation, respectively, calculated as:

\[
f_{\text{ltor}} = \min\left(\frac{N_{\text{labile}}}{C_{\text{labile}}} \times \frac{P_{\text{labile}}}{N_{\text{labile}}} \times \frac{W_{\text{soil,root}}}{W_{\text{alloc,soil,crit}}}\right)
\]

$X_{\text{labile}}$ refers to the content of the respective element in the labile pool and $\text{req}^{\text{growth}}_{\text{NC}}$ and $\text{req}^{\text{growth}}_{\text{PN}}$ are the N:C and P:N ratios required for growth, respectively (see eqn. 27). For the water limited allocation, $W_{\text{soil,root}}$ is calculated as the ratio between the current water content in the root zone and the water content in the root zone at field capacity.

In grasses, halms are assumed to be a proportion of leaf mass, and no height restrictions apply.

\[
C_{\text{leaf}} = k_{\text{htol}} \times C_{\text{sap,wood}}
\]

In trees and shrubs, leaf and woody biomass are linked through the pipe-model hypothesis (requiring a constant ratio of leaf area, LA, to sapwood area, SA)

\[
C_{\text{leaf}} = \frac{k_{\text{latosa}}}{\text{sla}} \times \frac{C_{\text{sap,wood}}}{\rho_{\text{wood}}} \times \frac{1}{H} \iff LA = k_{\text{latosa}} \times SA,
\]

where $\text{sla}$, $k_{\text{latosa}}$, and $\rho_{\text{wood}}$ are the PFT-specific specific leaf area, leaf to sapwood area ratio, and wood density, respectively. $H$ is the mean forest canopy height calculated as:

\[
H = k_1^{\text{allom}} \times D^{k_2^{\text{allom}}},
\]
where the diameter at breast height \((D)\) is determined from woody biomass, assuming that the entire trunk is a cylinder. As an extension to the pipe-model theory below-ground, coarse root biomass is assumed to be proportional to sap wood mass:

\[
C_{\text{coarse\_root}} = k_{\text{ctos}} \times C_{\text{sap\_wood}}
\]  

(33)

where \(k_{\text{ctos}}\) is a PFT-specific parameter.

For both trees and grasses, fine root and leaves are assumed to be in homeostatic balance between transpiring leaf surface and root mass.

\[
C_{\text{leaf}} = f_{\text{ltor}} \times k_{\text{ctos}} \times \frac{k_{\text{latosa}}}{\text{sla} \times \rho_{\text{wood}}} \times C_{\text{fine\_root}}
\]  

(34)

where \(k_{\text{ctos}}, \text{sla}, k_{\text{latosa}}, \) and \(\rho_{\text{wood}}\) are PFT-specific parameters, \(f_{\text{ltor}}\) is the long-term average \((\tau_{\text{mean}})\) of the nutrient and water limitation scalar, which represents the widely observed phenomenon of increased root allocation with water or nutrient shortage and is calculated here as the minimum of three functions describing N, P and water limitation respectively, calculated as:

\[
f_{\text{ltor}} = \min(\frac{N_{\text{labile}}/C_{\text{labile}}}{\text{req}_{\text{NC}}^{\text{growth}}}, \frac{P_{\text{labile}}/N_{\text{labile}}}{\text{req}_{\text{PN}}^{\text{growth}}}, \frac{W_{\text{soil\_root}}}{W_{\text{soil\_crit}}})
\]  

(35)

\(X_{\text{labile}}\) refers to the content of the respective element in the labile pool and \(\text{req}_{\text{NC}}^{\text{growth}}\) and \(\text{req}_{\text{PN}}^{\text{growth}}\) are the N:C and P:N ratios required for growth, respectively (see eqn. 27). For the water limited allocation, \(W_{\text{soil\_crit}}\) is the critical level of soil moisture below which root allocation increases and \(W_{\text{soil\_root}}\) is calculated as the ratio between the current water content in the root zone and the water content in the root zone at field capacity.

M3.5 Tissue stoichiometry

Following Meyerholt and Zaehle (2015), C:N:P stoichiometry for slow-overturning structural tissues (sap wood, coarse roots) as well as fruits, is assumed to be time-invariant and modelled as dependent on the PFT-specific mean foliar stoichiometry \((\chi_{\text{leaf}}^{C:N}, \chi_{\text{leaf}}^{N:P})\) and set ratios (see Table M3). Heartwood stoichiometry differs from sapwood stoichiometry because a fraction of the nutrients are retranslocated \((k_{\text{wood}}^{\text{resorb}})\) to the labile pool upon heartwood formation.

Following Zaehle and Friend (2010), the C:N and N:P ratios of leaves are varied in response to the nutrient demand and supply so that:

\[
\chi_{\text{leaf}}^{X:Y}[t+1] = \chi_{\text{leaf}}^{X:Y} \times (1 + \delta_{\text{leaf}}^{X} \times \Gamma_{XY})
\]  

(36)
where $\chi^X_Y$ denotes either the C:N or N:P ratio of the leaves, $\delta^X_{leaf}$ is a parameter denoting the maximum amount that leaf nutrients can change per timestep and $\Gamma_{X,Y}$ heuristically accounts for limits to the plasticity of foliar stoichiometry as:

$$
\Gamma_{X,Y} = \begin{cases} 
-\frac{(X_{leaf,min}^X \chi^Y_{leaf} - X_{leaf,max}^X \chi^Y_{leaf})}{e} & \text{if } X_{labile}^Y \leq \text{req}^{\text{growth}}_Y^X \\
(1 - e)^{X_{leaf,min}^X \chi^Y_{leaf} - X_{leaf,max}^X \chi^Y_{leaf}} & \text{if } X_{labile}^Y > \text{req}^{\text{growth}}_Y^X
\end{cases}
$$

(37)

In the above, $\chi^X_{leaf,min}$ and $\chi^X_{leaf,max}$ are PFT-specific parameters. The $\chi^X_{leaf}$ and $\chi^X_{labile}$ are parameters (Tab. M3) The condition refers to the relationship between the nutrients available for growth in the labile pool and the nutrients required for growth (Eq. 27), averaged at the time-scale of $\tau^Y_{mavg}$. The stoichiometric ratios of the fine roots vary proportionally to those of the leaves, whereas the stoichiometry of wood is assumed time-invariant (Meyerholt and Zaehle, 2015). The stoichiometry of the labile and reserve pools are prognostic properties, as described in Sect. M3.6.

**M3.6 Long-term reserve dynamics**

While labile-reserve dynamics have been part of the OCN model (Zaehle and Friend, 2010), the underlying equations have been reworked to increase robustness and traceability. The target leaf carbon pool ($C^\text{target}_{leaf}$) is determined by the current allometry, and corresponds to the leaf area index implied by current sapwood area.

The target labile carbon pool size buffers short term fluctuations in GPP, and is assumed to correspond to the maximum of the cumulated $GPP$ or $R_m$ over the turnover time of the labile pool, while the target of the labile nitrogen and phosphorus pool corresponds to the average stoichiometric growth requirement over the turnover time of the labile pool:

$$
C^\text{target}_{labile} = \max\left( \int_{t=-\tau^Y_{labile}}^{t=0} GPP \times dt, \int_{t=-\tau^Y_{labile}}^{t=0} R_m \times dt \right)
$$

(38a)

$$
X^\text{target}_{labile} = \text{req}^{\text{growth}}_NC \times C^\text{target}_{labile}
$$

(38b)

$$
P^\text{target}_{labile} = \text{req}^{\text{growth}}_P \times X^\text{target}_{labile}
$$

(38c)

The target size of the reserve pool depends on the C required to replace the annual growth of leaves and fine roots. It is scaled by a PFT-specific constant as a measure of risk avoidance ($k^\text{target}_{\text{reserve}}$), with larger values indicating a preference for storage over growth.

$$
C^\text{target}_{\text{reserve}} = \min(k^\text{reserve}_{\text{target}} \times (1 + f_{\text{resp, growth}}) \times \frac{LAI} {sla} \sum_{i=l,s} f_{\text{reserve, max},i} \times C_i), \text{ where}
$$

(39a)

$$
k^\text{store}_{\text{reserve}} = k^\text{target}_{\text{reserve}} \times \left( \min(1, \frac{1}{\tau^Y_{leaf}}) + \frac{1}{\tau^Y_{fine, root}} \times \frac{1}{R_{\text{leaf, fine, root}}} \right)
$$

(39b)

where $LAI^\text{target}_{\text{max}}$ is the target leaf area index, which is constrained to values below $LAI^\text{target}_{\text{max}}$ (see Sect. M3.4) and $sla$ the PFT-specific specific leaf area, $\tau^Y_{leaf}$ and $\tau^Y_{fine, root}$ are the PFT-specific turnover times of foliage and fine roots, and
R_{leaf:fine_root} is the leaf to root ratio (Eq. 35) averaged over the lifetime of the fine roots ($\tau_{mavg}^{root}$). The N and P target pools are defined in an equivalent manner, respecting the current target stoichiometry of leaves and fine roots (Sect. M3.5).

The net exchange between the labile and reserve pool is calculated as:

$$\Delta S_X = \frac{1}{\tau_{labile}} \times (\Phi_{maint}^X \times X_{reserve} - \Phi_{store}^X \times X_{labile}) \times dt; \text{ with }$$

$$\Phi_{maint}^X = e^{-(\lambda_{maint}^X \times X_{labile}^target) / k_{maint}^X}, \text{ and }$$

$$\Phi_{store}^X = 1 - e^{-(\lambda_{store}^X \times X_{reserve}^target) / k_{store}^X} \text{ (40c)}$$

where $\lambda_{maint}^X$, $k_{maint}^X$, $\lambda_{store}^X$, and $k_{store}^X$ are parameters of a Weibull-type function. Under conditions of severe resource stress (i.e. low labile pool size corresponding to its target size), the build up of reserves, is reduced according to

$$\Phi_{store}^X = \frac{1 - \Phi_{maint}^X}{1 - k_{\Phi,inter}^X} \Phi_{store}^X, \text{ if } \Phi_{maint}^X > k_{\Phi,inter}^X \text{ (41)}$$

where $k_{\Phi,inter}^X$ is a parameter. To support leaf and fine-root growth at the beginning of the growing season, $\Delta S_X$ is further modified by the phenological pull ($\Phi_{phen}^X$) during the growing season as follows:

$$\Delta S_X = \Delta S_X + k_{labile}^X \times \Phi_{phen}^X \times X_{reserve} \times dt, \text{ with }$$

$$\Phi_{phen}^X = e^{-(\lambda_{phen}^X \times X_{leaf}^target) / k_{phen}^X} \text{ (42b)}$$

where $\lambda_{phen}^X$, and $k_{phen}^X$ are parameters of a Weibull-type function.

M3.7 Photosynthetic sink limitation

In the case that the observation that growth and photosynthesis may differ in their response to environmental stressors (Hartmann et al., 2018) is considered in QUINCY such that in case the labile carbon pool exceeds its target size substantially because growth is limited by temperature, moisture, or because sufficient nutrients are lacking to allow growth (Eq. 28a), sink-limitation down-regulates photosynthetic activity so that:

$$\beta_{sinklim}^{ps} = \beta_{sinklim,min}^{ps} + (1 - \beta_{sinklim,min}^{ps}) \times e^{-(\lambda_{sinklim}^{ps} \times X) / k_{sinklim}^{ps}}, \text{ where }$$

$$X = \frac{C_{labile} - C_{target}^{labile}}{C_{target}^{labile}} \text{ (43b)}$$

Here, $\beta_{sinklim,min}^{ps}$, $\lambda_{sinklim}^{ps}$, and $k_{sinklim}^{ps}$ are parameters (see Table M3) and $C_{target}^{labile}$ is the target value for the labile pool (Eq. 38).
In addition, if the C:N or N:P ratios of the labile pool exceed those of the target labile pool, indicating strong nutrient stress, the sink limitation factor is further modified as a function of the stoichiometric ratio of the labile pool and that of the labile target as:

\[
\beta_{sinklim}^{ps} = \beta_{sinklim}^{ps} \times \min\left(1, \frac{\chi_{labile}^{N:C} \times k_{CNP}^{sinklim}}{k_{CNP}^{sinklim} \times \chi_{labile,target}^{N:C}}, \frac{\chi_{labile}^{P:N} \times k_{CNP}^{sinklim}}{k_{CNP}^{sinklim} \times \chi_{labile,target}^{P:N}}\right)
\]  

(44)

where \(k_{CNP}^{sinklim}\) is a parameter.

M3.8 Phenology

The phenology of vegetation, describing the seasonal development of foliage biomass, is simulated prognostically given the ability of the plant to grow new tissues, which depends on the size and turnover of the meristems (Eq. 28), as well as the fractional allocation of growth to plant organs (see Sect. M3.3). The start and end of the growing season are determined by meteorological triggers and soil moisture, with plant growth set to zero outside the growing season (Eq. 28). The meteorological variables determining these phenological triggers are averaged over \(\tau_{phen}^{mavg}\), to smooth out the effect of day-to-day climate variability. While the beginning and ending mark the start and end of tissue production, only the turnover of the leaves is directly affected by phenological triggers. The turnover of all other tissues is assumed to be constant (see Sect. M3.9).

The model differentiates evergreen, cold deciduous, rain deciduous tree and shrub phenological strategies, as well as herbaceous perennial phenological strategies.

The growing season start for cold deciduous and herbaceous PFTs is described as a function of the accumulated growing degree days (\(GDD_{acc}\)) as:

\[
GDD_{acc} > GDD_{req}^{max} \times \exp^{-k_{dormance}^{GDD} \times NDD}, \text{where}
\]

\[
\frac{GDD_{acc}}{dt} = GDD_{acc} + MAX(t_{air} - t_{air}^{GDD}, 0.0)
\]

(45a, 45b)

where \(GDD_{acc}\) denotes the current growing degree days above the temperature threshold \(t_{air}^{GDD}\) since the last beginning of dormancy, \(NDD\) is the number of dormancy days, taken as days since the last growing season, and \(k_{dormance}^{GDD}\) is a PFT-specific parameter relating dormancy to the PFT-specific maximum growing degree days requirement \(GDD_{req}^{max}\) to account for the chilling requirements of the buds (Krinner et al., 2005), \(dt\) denotes time-step in days.

For rain deciduous phenology, the start of the growing season is triggered when the soil moisture stress factor \((\beta_{soil}^{gs})\) is larger than a PFT-specific threshold \((\beta_{soil}^{flush})\). This criterion is also applied for herbaceous PFTs in addition to the \(GDD\)-criterion.

For the evergreen phenology, recovery of photosynthesis in spring is delayed according to the state of acclimation (\(S\)) to air temperature, which reduces photosynthesis in spring until acclimation is reached (Mäkelä et al., 2004). \(S\) is calculated as:
\[
\frac{dS}{dt} = \frac{1}{\tau_{soa}} (T_{air} - S)
\]

where \(\tau_{soa}\) is a time constant. The reduction factor for Rubisco- and electron transport limited photosynthesis (\(\beta_{soa}\)) is calculated as

\[
\beta_{soa} = \frac{(S - T_{soa}^{min})}{(T_{soa}^{max} - T_{soa}^{min})}
\]

where \(T_{soa}^{min}\) and \(T_{soa}^{max}\) are parameters and \(\beta_{soa}\) is constrained to the range 0.1 and 1.

The end of the growing season for cold deciduous and herbaceous PFTs is triggered by decreasing average air temperatures below a PFT-specific temperature threshold (\(t_{sen_{air}}\)). For raingreen and herbaceous PFTs the end of the growing season is triggered when the soil moisture stress factor (\(\beta_{soil}^{gs}\)) becomes lower than a PFT-specific threshold (\(\beta_{soil}^{sen}\)). In addition, herbaceous PFTs end their growing season, once the weekly carbon balance (\(GPP - R_m\)) becomes negative. Senescence is generally only introduced once the leaf age has become larger than a PFT-specific threshold (\(age_{leaf}^{min}\)).

For the evergreen phenology, recovery of photosynthesis in spring is delayed according to the state of acclimation (\(S\)) to air temperature, which reduces photosynthesis in spring until acclimation is reached (Mäkelä et al., 2004). \(S\) is calculated as

\[
\frac{dS}{dt} = \frac{1}{\tau_{soa}} (T_{air} - S)
\]

(46)

where \(\tau_{soa}\) is a time constant. The reduction factor for Rubisco- and electron transport limited photosynthesis (\(\beta_{soa}\)) is calculated as

\[
\beta_{soa} = \frac{(S - T_{soa}^{min})}{(T_{soa}^{max} - T_{soa}^{min})}
\]

(47)

where \(T_{soa}^{min}\) and \(T_{soa}^{max}\) are parameters and \(\beta_{soa}\) is constrained to the range 0.1 and 1. \(S\) is updated according to this equation starting from a set initial value.

M3.9 Turnover
As in OCN (Zaehle and Friend, 2010), the breakdown of leaf and fine-root nutrients occurs at the time-scale of $\tau_{nut\_recycle}$. The freed nutrients enter the labile pool and are replaced by new nutrients of the labile pool according to the current target C:N:P of the respective pool.

\[
\frac{X_{pool}}{dt} = \left(Y_{pool}\frac{X_{target}}{Y_{target}} - X_{pool}\right) \times \frac{1}{\tau_{nut\_recycle}},
\]

(48)

where $X$ is either N or P, and $Y$ C or N, respectively. The flux from the labile pool is limited by the turnover rate and size of the labile pool to ascertain that the latter cannot be exhausted.

The turnover time of most tissue types (fine and coarse roots, sapwood, and fruits) is assumed constant for each PFT ($\tau_{fine\_root}$, $\tau_{coarse\_root}$, $\tau_{sap\_wood}$, and $\tau_{fruit}$, respectively). While roots and fruit, the fruit pool is turning into seed bed pool, which is either used for re-establishment of new seedlings or turned over to form litter. While roots turn directly into litter, only a small fraction of sapwood ($f_{branch\_sap\_wood}$) is turned to litter, assuming it is lost as branches ($\tau_{branches}$), whereas the predominant fraction of sapwood turns into non-respiring hardwood at the timescale of $\tau_{sap\_wood}$. In evergreen trees, foliar turnover to litter is assumed to be constant ($\tau_{leaves}$). For deciduous and herbaceous PFTs only minor turnover happens at $\tau_{leaves}$ during the growing season. At the end of the growing season (see Sect. M3.8), foliar turnover is set to a constant rate

\[
f_{\text{turn}} = \min\left(f_{\text{shed\_max}} \times \frac{LAI_{target}}{LAI}, 1\right)
\]

(49)

Resorption of nutrients to the labile pool during litterfall is assumed to only occur during foliage turnover and heartwood formation (leaf scensence) and the conversion from life sap-wood to dead heartwood (see for instance data in White et al., 2000) at a constant fraction ($k_{resorb}$), whereas fine root turnover is assumed to be dominated by predation and therefore no nutrient resorption is assumed to occur, so that:

\[
\text{flux}_{\text{pool\_\rightarrow\_litter}}^X = (1 - k_{resorb}) \times \frac{X_{pool}}{\tau_{pool}} \times dt, \quad \text{and}
\]

(50a)

\[
\text{flux}_{\text{pool\_\rightarrow\_labile}}^X = k_{resorb} \times \frac{X_{pool}}{\tau_{pool}} \times dt,
\]

(50b)

where $\text{flux}_{\text{pool\_\rightarrow\_litter}}^X$ is the litterfall from any one pool, and $\text{flux}_{\text{pool\_\rightarrow\_labile}}^X$ the retranslocated flux into the labile pool.

### M3.10 Vegetation dynamics

Vegetation dynamics follow largely Sitch et al. (2003). To assess stand density, we define for tree functional types the crown area as:

\[
CA = k_{CA} \times D^{k_{rp}}
\]

(51)
where \( k_{CA} \) and \( k_{rp} \) are parameters, \( D \) is the tree diameter at breast height and \( CA \) is constrained to be less than a maximum crown area \( (CA_{max}) \). Using stand-scale LAI, individuum density \((dens_{ind}\), see Eq. 58) and crown area, the LAI of an individual tree is defined \((LAI_{ind})\), which is used to calculate the foliage projective cover \((FPC)\) as:

\[
FPC = CA \times dens_{ind}(1 - e^{-k_{fpc} \times LAI_{ind}})
\]

where \( k_{fpc} \) is a parameter. To avoid strong seasonal cycles in foliage projective cover for the calculation of vegetation dynamics (Krinner et al., 2005; Zaehle and Friend, 2010), \( LAI_{ind} \) is diagnosed from the sapwood area implied by the pipe-model (Eq. 31), implying that \( FPC \) is essentially representing last year’s maximum LAI. For grasses, the calculation of \( FPC \) is not required and it is set to zero.

The establishment flux for a PFT is dependent on the size of the seed-bed pool and the, which itself is dependent on the turnover of the fruit pool, and an average, PFT-specific seed-bed turnover time \((\tau_{seed,est})\). The motivation for this change is that this allows to close the carbon and nutrient budgets during re-establishment and avoids the addition of extra mass during re-establishment of a population.

\[
flux_{est,x} = f_{dens} \times f_{temp} \times f_{moist} \times \frac{X_{seed,bed}}{\tau_{seed,est}}
\]

where \( f_{temp} \) and \( f_{moist} \) represent limitations for establishment at low temperature and low moisture availability in the form of Weibull-functions with parameters \( \lambda_{env,est}^{k_{env,est}} \) and \( k_{env,est} \), where \( env \) refers to either weekly air temperature \((T_{air})\) or weekly top-soil moisture \((\Theta_{1})\). Density dependency of establishment \((f_{dens})\) is modelled as in Sitch et al. (2003):

\[
f_{dens} = MAX(FPC_{max} - FPC, 0)
\]

Three types of mortality are considered as additive processes, growth-efficiency related mortality \((mort_{greff})\), density dependent mortality \((mort_{dens})\), and a PFT-specific background mortality, representing currently unaccounted for processes such as disturbance or grazing.

\[
f_{mort} = MIN(mort_{greff} + mort_{dens} + mort_{bg,PFT}, 1)
\]

Growth-efficiency mortality, represents any kind of mortality associated with trees lacking the ability to defend themselves against stress (e.g. pathogens) and is calculated as:

\[
mort_{greff} = \frac{k_{1} \times mort_{greff}}{1 + k_{2} \times mort_{greff} \times eff_{growth}}, \text{where}
\]

\[
eff_{growth} = \frac{NPP - \sum \text{Turnover}_i}{LAI}
\]
where, as in Sitch et al. (2003), $k_{1\text{mort.greff}}$ and $k_{2\text{mort.greff}}$ are parameters and growth efficiency depends on net primary production minus tissue turnover (of all tissues $i$) per unit leaf area, calculated as running means over $\tau_{\text{dynamics}}$.

Space constraints in tree populations (as for grasses $FPC$ is zero) are considered by constraining the foliage projected cover to a prescribed maximum ($FPC_{\text{max}}$):

$$m_{\text{tens}} = \text{MAX}(FPC - FPC_{\text{max}}, 0)$$ (57)

Litterfall from vegetation dynamics is then the product of the current pool size and $f_{\text{mort}}$, scaled to the timestep of the model.

For trees, the appropriate number of individuals is also removed following mortality. This does not affect the size of trees, as woody biomass and stand density are modified proportionally. On the other hand, during establishment the total pool size increases, as mass is added to the labile pools, but the average size of individuals decreases due to the added number of (small) individuals. In total, the change in vegetation individual density following establishment and mortality is written as:

$$\frac{d\text{ens}_{\text{ind}}}{dt} = f_{\text{mort}} \times \text{dens}_{\text{ind}} + \frac{\text{f}\text{lux}_{\text{est},C}}{k_{\text{seed}}}$$ (58)

where $\text{f}\text{lux}_{\text{est},C}$ is the carbon flux defined by Eq. 53, and $k_{\text{seed}}$ is the PFT-specific seed size.

### M4 Soil biogeochemistry

The dynamics of the soil organic pools ($X$) are $X_{i}$; $i$ = met (metabolic litter), str (structural litter), wl (woody litter), fast, slow; see Section M4.3) are structurally simplified from Parton et al. (1993), but applied here for a vertically explicit soil including a vertical transport term and are described in general as:

$$\frac{\partial}{\partial t} X_{\text{met}} = \sum (f_{\text{vp}} \rightarrow \text{met} F_{\text{Lvp}}) + f_{\text{wl}} \rightarrow \text{met} \eta_{\text{wl}} \rightarrow \text{met} \frac{X_{\text{wl}}}{\tau_{\text{wl}}} - \frac{X_{\text{met}}}{\tau_{\text{met}}}$$ (59a)

$$\frac{\partial}{\partial t} X_{\text{str}} = \sum (f_{\text{vp}} \rightarrow \text{str} F_{\text{Lvp}}) + f_{\text{wl}} \rightarrow \text{str} \eta_{\text{wl}} \rightarrow \text{str} \frac{X_{\text{wl}}}{\tau_{\text{wl}}} - \frac{X_{\text{str}}}{\tau_{\text{str}}}$$ (59b)

$$\frac{\partial}{\partial t} X_{\text{wl}} = \sum (f_{\text{vp}} \rightarrow \text{wl} F_{\text{Lvp}}) - \frac{X_{\text{wl}}}{\tau_{\text{wl}}}$$ (59c)

$$\frac{\partial}{\partial t} X_{\text{fast}} = \eta_{\text{f} \rightarrow \text{fast}} \left( \frac{X_{\text{met}}}{\tau_{\text{met}}} + \frac{X_{\text{str}}}{\tau_{\text{str}}} \right) + \eta_{\text{slow} \rightarrow \text{fast}} \frac{X_{\text{slow}}}{\tau_{\text{slow}}} - \frac{X_{\text{fast}}}{\tau_{\text{fast}}} + \Phi_{\text{f} \rightarrow \text{fast}} + \Phi_{\text{slow} \rightarrow \text{fast}} + \frac{\partial}{\partial z} (D_{b} \frac{\partial X_{\text{fast}}}{\partial z})$$ (59d)

$$\frac{\partial}{\partial t} X_{\text{slow}} = \eta_{\text{fast} \rightarrow \text{slow}} \frac{X_{\text{fast}}}{\tau_{\text{fast}}} + \Phi_{\text{fast} \rightarrow \text{slow}} + \frac{\partial}{\partial z} (D_{b} \frac{\partial X_{\text{slow}}}{\partial z})$$ (59e)

where $F_{\text{Lvp}}$ is the litterfall of the various plant tissue types, $f_{\text{vp}} \rightarrow i$ are the coefficients determining the partitioning of this litterfall to the litter pools (see Section M4.1), $\tau_{i}$ are temperature and moisture adjusted, nitrogen-limited turnover times of the respective pools ($X; i = \text{met, str, wl}(\text{metabolic litter}), \text{str (structural litter)}, \text{wl (woody litter)}, \text{fast, slow}$; see Section M4.3). In the following sections we refer to the fast pool as the microbial pool, as while microbes are not explicitly modelled in the
current model version, the fast pool is meant to largely represent the microbial pool. \( \eta_{i \to j} \) are the mass transfer from pool \( i \) to \( j \) (see Section M4.3), the \( \Phi_x \) are the net mineralisation terms for N and P, respectively, required to balance the carbon inflow to the fast and slow SOM pools and their respective C:N:P stoichiometry (see Sect. M4.3). The transfer of soil organic matter through bioturbation is represented with a prescribed diffusion constant (see Sect. M4.4).

The dynamics of the inorganic nitrogen pools are described as:

\[
\begin{align*}
\frac{\partial}{\partial t} NH_4 &= F_{dep,NH_4} - U_{plant,NH_4} - \sum (\Phi_{i,NH_4}) - U_{nit} - \frac{\partial v_{NH_4,NH_4}}{\partial z} \\
\frac{\partial}{\partial t} NO_3 &= F_{dep,NO_3} + F_{nit,NO_3} - U_{plant,NO_3} - \sum (\Phi_{i,NO_3}) - U_{denit} - \frac{\partial v_{NO_3,NO_3}}{\partial z} \\
\frac{\partial}{\partial t} NO_y &= F_{nit,NO_y} + F_{denit,NO_y} - E_{NO_y} \\
\frac{\partial}{\partial t} N_2O &= F_{nit,N_2O} + F_{denit,N_2O} - E_{N_2O} \\
\frac{\partial}{\partial t} N_2 &= F_{nit,N_2} + F_{denit,N_2} - E_{N_2}
\end{align*}
\]

where \( U \) are the uptake rates of plants, or (de-)nitrifying bacteria, respectively (see Section M4.5 and M4.7, respectively); the \( F_{dep} \) are the atmospheric deposition fluxes; the \( F_{nit,i} \), and \( F_{denit,i} \) are the production of \( NO_y \), \( N_2O \) and \( N_2 \) by nitrification and denitrification, respectively; \( \tau \) and \( \frac{\partial v_x}{\partial z} \) the vertical transport loss term given by the product of ion concentration and water mass flow between soil layers (see Sect. M6.3). Sorption of \( NH_4 \) is not explicitly modelled, and is accounted for by a reduced mobility in water (\( f_{leach,NH_4} \)).

The dynamics of the inorganic phosphorus pools generally follow Zaehle and Friend (2010, but with updated process formulations and explicit vertical transport) and Wang et al. (2010) are described as:

\[
\begin{align*}
\frac{\partial}{\partial t} PO_4 &= F_{dep,PO_4} + F_{weath,PO_4} + F_{biomin,PO_4} - U_{plant,PO_4} - F_{adsorp,PO_4} - \sum (\Phi_{i,PO_4}) - \frac{\partial v_{PO_4,PO_4}}{\partial z} \\
\frac{\partial}{\partial t} P_{lab} &= F_{adsorp,PO_4} - F_{desorp,PO_4} + \frac{\partial}{\partial z} \left( D_b \frac{\partial P_{lab}}{\partial z} \right) \\
\frac{\partial}{\partial t} P_{sorb} &= F_{desorp,PO_4} - F_{occlusion,PO_4} + \frac{\partial}{\partial z} \left( D_b \frac{\partial P_{sorb}}{\partial z} \right) \\
\frac{\partial}{\partial t} P_{ocl} &= k_{ocl} P_{sorb} + \frac{\partial}{\partial z} \left( D_b \frac{\partial P_{ocl}}{\partial z} \right) \\
\frac{\partial}{\partial t} P_{primary} &= -F_{weath,PO_4}
\end{align*}
\]

where \( P_{lab} \), \( P_{sorb} \), \( P_{ocl} \), and \( P_{primary} \) are labile, absorbed, occluded, and primary P, respectively; the \( F_{dep,PO_4} \), \( F_{weath,PO_4} \), \( F_{biomin,PO_4} \), \( F_{adsorp,PO_4} \), and \( F_{desorp,PO_4} \) are the atmospheric deposition, weathering, fast adsorption, and phosphorus fluxes, respectively (see Section M4.8). All pools except the primary phosphorus pool are assumed to be affected by bioturbation (see Sect. M4.4).

### M4.1 Partitioning of litterfall to litter pools

Non-woody litterfall is partitioned to the metabolic and structural litter according to the CENTURY approach (Parton et al., 1993). Litter from labile and reserve pools is assumed to enter the metabolic pools, litter from sap- and heartwood enters the
woody pool. The metabolic fraction of litterfall from each vegetation pool ($v_p$, i.e. leaves, fine and coarse roots, fruits and seed-bed) is determined as:

$$f_{v_p \rightarrow met,C} = f_{met,max,C} - k_{met,C} \times LC_{v_p} \frac{C_{v_p}}{N_{v_p}}$$

(62)

where $f_{v_p \rightarrow met,C}$ is constrained to positive solutions, $f_{met,max,C}$ is the maximum fraction allocated to the metabolic pool, $k_{met,C}$ a factor relating the metabolic litter fraction to the lignin to nitrogen ratio, $LC_{v_p}$ the tissue-specific fraction of the lignin content of that tissue type, and $\frac{C_{v_p}}{N_{v_p}}$ the C:N ratio of litterfall from that tissue. The lignin content is assumed constant for all but the leaf tissues. For the latter, an empirical dependency between lignin content and specific leaf-area ($sla$) is used (White et al., 2000).

$$LC_{leaf} = LC_{leaf,max} + k_{leaf}2sla \times sla$$

(63)

The remainder of litterfall is allocated to the structural pool. For N and P, the partitioning assumes that the relative proportions of C:N and N:P are preserved in the partitioning according to:

$$f_{v_p \rightarrow met,X} = 1 \frac{1}{1 + \frac{1}{\frac{1}{f_{v_p \rightarrow met,C}} + k_{v_p,vp,X}f_{v_p \rightarrow met,C}}}$$

(64)

Woody decomposition is assumed to be a two-stage process to account for the large fraction of CO$_2$ loss during woody decomposition. The first step implies physical destabilisation and a first level of biochemical processing, which releases a constant fraction of carbon ($1 - \eta_C, wl \rightarrow met,str$) to heterotrophic respiration. During this step, a fraction of the nutrients ($1 - \eta_N, \eta_P$) is leached to the mineral phase to account for inefficiencies of the microbiota in mineral processing decomposing wood. The remaining destabilised woody material ($\eta_C, wl \rightarrow met,str$) is assumed to enter the metabolic and structural litter (Eq. 62 and 64) and is then decomposed as such.

**M4.2 SOM and litter turnover rates**

The turnover times ($\tau_i$) of the litter and SOM pools respond to soil temperature ($T_{soil}$) following a peaked Arrhenius function (with parameters for the activation ($E_{a,decomp}$) and de-activation ($E_{d,decomp}$) of soil organic matter decomposition, see Tab. M4), and the soil matrix potential ($\Psi_{soil}$) as follows:

$$\tau_i^* = \tau_i^{base} \times f(T_{soil}) \times g(\Psi_{soil}), \text{ where}$$

$$f(T_{soil}) = \frac{E_{d,decomp} \times e^{E_{a,decomp} \times T}}{E_{d,decomp} - E_{a,decomp} \times (1 - e^{E_{a,decomp} \times T})}, \text{ with}$$

$$T = \frac{T_{soil} - T_{opt,decomp}}{T_{soil} \times T_{opt,decomp} \times R}, \text{ and}$$

$$g(\Psi_{soil}) = 1 - \Psi_{soil}/\Psi_{dec,min}$$

(65a)

(65b)

(65c)

(65d)

**M4.3 SOM formation**

Matter entering the fast and slow SOM pool (Eq. 59) is required to fulfill the prescribed stoichiometry of the SOM pools ($\chi_{SOM}$). These are assumed constant with the exception of the fast SOM C:N ratio, which varies with available NH$_4$ following
\[
\chi_{SOM}^{C:N}_{fast, \text{min}} = \text{MAX}\left(\chi_{SOM}^{C:N}_{fast, \text{max}} - f_X \times NH_4, \chi_{SOM}^{C:N}_{fast, min}\right)
\]

where \(\chi_{SOM}^{C:N}_{fast, min}\), \(\chi_{SOM}^{C:N}_{fast, max}\) and \(f_X\) are parameters.

The difference in stoichiometry of the matter entering the pool and the required stoichiometry of the pool leads to the estimate of the potential immobilisation flux:

\[
\Phi_{l \rightarrow fast, NH_4} = \frac{\eta_{C, \text{litter} \rightarrow fast} \left( \frac{C_{\text{met}}}{\tau_{\text{met}}} + \frac{C_{\text{str}}}{\tau_{\text{str}}} \right) - \eta_N \left( \frac{N_{\text{met}}}{\tau_{\text{met}}} + \frac{N_{\text{str}}}{\tau_{\text{str}}} \right)}{\chi_{SOM}^{C:N}_{fast}}
\]

where \(\tau_i\) are the temperature and moisture constrained turnover times (Eq. 65).

The actual immobilisation rate (\(\Phi_{l \rightarrow fast, NH_4}\)) is limited to the amount of ammonium (NH\(_4\)) available, subject to co-occurring potential N uptake from plants (\(U^*_{NH_4, \text{plant}}\), Eq. 73), and nitrifiers (\(U^*_{\text{nit}}\), Eq. 76). Note that, similar as for the plant uptake, the uptake of ammonium is limited with Michaelis-Menten kinetics to account for reduced accessibility of N at very low values.

\[
\Phi_{l \rightarrow fast, NH_4} = \max(NH_4, U^*_{NH_4, \text{plant}} + U^*_{\text{nit}} + \Phi^*_{l \rightarrow fast, NH_4}) \times \Phi^*_{l \rightarrow fast, NH_4}
\]

In the case that the amount of available nitrogen (\(\Phi^*_{l \rightarrow fast, NH_4}\)) is insufficient to ensure that the newly formed fast SOM has a C:N ratio of \(\chi_{SOM}^{C:N}\), the turnover times of the metabolic and structural litter pool are increased to match the N available for immobilisation, leading to a reduced decomposition rate of litter and therefore a reduced immobilisation requirement for litter decomposition (Parton et al. (1993)).

\[
\tau_{met|str} = \frac{\eta_{C, \text{litter} \rightarrow fast} \left( \frac{C_{\text{met}}}{\tau_{\text{met}}} + \frac{C_{\text{str}}}{\tau_{\text{str}}} \right) - \eta_N \left( \frac{N_{\text{met}}}{\tau_{\text{met}}} + \frac{N_{\text{str}}}{\tau_{\text{str}}} \right)}{\Phi_{l \rightarrow fast, NH_4}}
\]

Should the available NH\(_4\) be insufficient to maintain the uptake rates of plants (Eq. 73) and nitrifiers (Eq. 76), these fluxes are downregulated in proportion.

The potential immobilisation flux of phosphorus (\(\Phi^*_{P,l \rightarrow fast}\)) is defined in a similar manner as potential NH\(_4\) immobilisation, but now considering the actual turnover time of the litter pools:

\[
\Phi^*_{P,l \rightarrow fast} = \frac{\eta_{C, \text{litter} \rightarrow fast} \left( \frac{C_{\text{met}}}{\tau_{\text{met}}} + \frac{C_{\text{str}}}{\tau_{\text{str}}} \right) - \eta_P \left( \frac{P_{\text{met}}}{\tau_{\text{met}}} + \frac{P_{\text{str}}}{\tau_{\text{str}}} \right)}{\chi_{SOM}^{C:N}_{fast} \chi_{SOM}^{P:N}_{fast}}
\]

\[
\Phi^*_{P,l \rightarrow fast} = \max(PO_4, U^*_{PO_4, \text{plant}} + \Phi^*_{P,l \rightarrow fast}) \times \Phi^*_{P,l \rightarrow fast}
\]

Because the C:N:P stoichiometry and uptake use-efficiencies are organised such that decomposition of these pools is always leading to net mineralisation of nutrients, the \(\Phi_{slow \rightarrow fast}\) values are negative and do not require special treatment to affect the carbon-use efficiency or turnover rates (i.e. \(\tau_{fast} = \tau^*_\text{fast}\), and \(\tau_{slow} = \tau^*_\text{slow}\)). The processing of fast and slow SOM is
assumed to also include higher-order trophic levels of heterotrophic respiration Parton et al. (1993), therefore only a fraction of the respired material ($\eta_{C, fast\rightarrow slow}$ and $\eta_{C, slow\rightarrow fast}$) is assumed to enter the subsequent pool:

$$
\Phi_{fast\rightarrow slow, NH_4} = \frac{\eta_{C, fast\rightarrow slow} C_{fast} - N_{fast}}{\tau_{fast}}
$$

(71a)

$$
\Phi_{slow\rightarrow fast, NH_4} = \frac{\eta_{C, slow\rightarrow fast} C_{slow} - N_{slow}}{\tau_{slow}}
$$

(71b)

$$
\Phi_{fast\rightarrow slow, PO_4} = \frac{\eta_{C, fast\rightarrow slow} C_{fast} - P_{fast}}{\tau_{fast}}
$$

(71c)

$$
\Phi_{slow\rightarrow fast, PO_4} = \frac{\eta_{C, slow\rightarrow fast} C_{slow} - P_{slow}}{\tau_{slow}} - F_{biomin, PO_4}
$$

(71d)

M4.4 Bioturbation

Bioturbation is treated as simple diffusive flux with a rate constant $D_b$, as in Ahrens et al. (2015) Koven et al. (2013), but declining with soil depth in proportion to the fraction of roots in the layer to account for reduced biological activity with increasing soil depth:

$$
D_b = \text{root frac} \frac{\kappa_{\text{diff}}}{\rho_{\text{soil}}} dz \times \frac{\kappa_{\text{diff}}}{\rho_{\text{soil}}}, \text{ and}
$$

(72a)

$$
\rho_{\text{soil}} = \text{MAX}(\rho_{\text{org}} \rho_{\text{OM}} + \rho_{\text{soil}} - \rho_{\text{OM}} \frac{\rho_{\text{soil}}}{\rho_{\text{org}}})
$$

(72b)

where root frac and dz are the root fraction and depth of the soil layer, $\rho_{\text{soil}}$ is the soil bulk density corrected with soil organic matter, $\rho_{\text{org}}$ is the bulk density of organic material, $\rho_{\text{OM}}$ is the organic matter density of the soil layer which depends on the organic matter content in the soil layer, $\rho_{\text{soil}}$ is the bulk density of fine mineral soil, and $\kappa_{\text{diff}}$ is the diffusion coefficient for organic material due to bioturbation.

10 M4.5 Plant uptake rates

The potential uptake rates of plants for X = NH$_4$, NO$_3$, and PO$_4$ follow an extended Michaelis-Menten kinetics:
\[ U_X = v_{max,X}(T_{soil}, \Psi) \times X \times (K_{m1,X}(T_{soil}, \Theta) + \frac{1}{K_{m2,X}(T_{soil}, \Theta) + X}) \times f_{demand}^X \times C_{fine, root}, \text{ where} \]

\[ v_{max,X}(T_{soil}, \Psi) = v_{max,X} \frac{E_{d,uptake} \times e^{E_{a,uptake} \times T}}{E_{d,uptake} - E_{a,uptake} \times (1 - e^{E_{d,uptake} \times T})} \times \frac{\Psi_{fine, root}}{\Psi_{leaf, min}}, \text{ with} \]

\[ T = \frac{T_{soil} - T_{opt, uptake}}{T_{soil} \times T_{opt, uptake} \times R}, \text{ and} \]

\[ K_{m1,X}(T_{soil}, \Theta) = K_{m1,X} / (e^{\frac{E_{a,hsc}}{R} \times (\frac{1}{r_{soil}} - \frac{1}{r_{ref}}) \times \left( \frac{\Theta}{\Theta_{fc}} \right)^{k_{hsc}}}), \text{ and} \]

\[ K_{m2,X}(T_{soil}, \Theta) = K_{m2,X} \times e^{\frac{E_{a,hsc}}{R} \times (\frac{1}{r_{soil}} - \frac{1}{r_{ref}}) \times (\frac{\Theta}{\Theta_{fc}})^{k_{hsc}}}, \text{ and} \]

\[ f_{demand}^X = 1 - e^{-\left( \frac{X_{max} - X_{labile}}{X_{max} \times (1 - K_{half,X}^{demand})} \right)^{k_{demand}}} \]

where \( v_{max,X} \) is the PFT-specific temperature-sensitive maximum uptake rate per unit biomass, adjusted by the current root zone moisture potential (\( \Psi_{fine, root} \)) to account for limited transport of nutrients towards the roots in dry soils, \( C_{fine, root} \) is the biomass density of fine roots (mol C m\(^{-3}\), see Eq. 3), \( T_{soil} \) is the soil temperature and the \( K_m \) parameters are nutrient sensitivities of the low and high affinity transporters. These affinities are assumed to be temperature sensitive and are adjusted to soil moisture to account for the difference between mass-based and soil solution concentrations (Ahrens et al., 2015). The potential uptake of nutrients can be down-regulated by plants given their internal demand \( f_{demand}^X \), where \( X \) refers to either N or P and \( X:Y \) refers to either the short-term average (\( \tau_{uptake} \)) of the labile N:C or P:N ratios. \( \chi_{X:Y}^{max} \) corresponds to the X:Y ratio of growing a unit of leaves and fine roots at the current leaf-to-root ratio (see M3.4, \( K_{half,X}^{demand} \) is a parameter denoting the fraction of \( \chi_{X:Y}^{max} \) at which uptake is reduced to 50% and \( k_{demand} \) is shape parameter.

5 M4.6 Asymbiotic biological nitrogen fixation

The asymbiotic biological nitrogen fixation (BNF) is represented as:

\[ F_{BNF}^{NH_4} = v_{max,BNF} \times f(T_{soil}) \tag{74} \]

where \( v_{max,BNF} \) is a parameter representing the base rate of fixation and the temperature response is calculated as above (Eq. 65). BNF is suppressed if the sum of NH\(_4\) and NO\(_3\) in any soil layer exceeds a critical threshold \( N_{BNF}^{limit} \) (Zaehle et al., 2010). The distribution of \( F_{BNF}^{NH_4} \) across soil layers follows the distribution of fine roots, as indicator for C inputs into the soil. All N fixed through this mechanism is added to the mineral NH\(_4\) soil pool.
**M4.7 Nitrification and denitrification**

Calculation of nitrification and denitrification follows Xu-Ri and Prentice (2008); Zaehle et al. (2011), which relies on the separation of the soil into aerobic and anaerobic volume fractions ($anvf$):

\[ anvf = e^{-\lambda_{anvf} \times (1 - afps)^{k_{anvf}}}, \]

(75a)

\[ afps = \frac{W_{fc} - W_{soil}}{W_{fc}} \]

(75b)

where $\lambda_{anvf}$ and $k_{anvf}$ are parameters, $afps$ is the air filled pore space, and the $W_x$ are the soil moisture contents as defined in Sect. M6.3.

The potential rate of nitrification ($U^*_{nit}$) in the aerobic fraction of the soil is modified by temperature and soil moisture according to:

\[ U^*_{nit} = v_{max,nit} \times f(T_{soil}) \times g(\Theta) \times NH_4, \]

(76a)

\[ f(T_{soil}) = \frac{E_{d,nit}}{E_{d,nit} - E_{a,nit} \times (1 - \frac{E_{d,nit} \times k_{t}}{R_{gas}})} \]

(76b)

\[ k_{t} = \frac{T_{soil} - T_{opt,nit}}{T_{soil} \times T_{opt,nit}} \]

(76c)

\[ g(\Theta) = 1 - afps \]

(76d)

The actual rate of nitrification ($U_{nit}$), given the potential rate and competing demands from plant and microbial uptake (Sect. M4.3, is partitioned into its products ($NO_3$, $NO_y$, and $N_2O$) according to

\[ F_{nit,NO_3} = (1 - f_{nit}^{NO_y} - f_{nit}^{N_2O}) \times U_{nit} \]

(77a)

\[ F_{nit,NO_y} = f_{nit}^{NO_y} \times U_{nit} \]

(77b)

\[ F_{nit,N_2O} = f_{nit}^{N_2O} \times U_{nit} \]

(77c)

where the $F_{nit,X}$ are the nitrification fluxes for $NO_3$, $NO_y$, and $N_2O$, respectively (Eq. 60).

The potential rate of denitrification ($U^*_{denit}$) in the anaerobic fraction of the soil is modified by temperature:

\[ U^*_{denit} = anvf \times v_{max,denit}(T_{soil}) \times \frac{C_{fast}}{K_{m,denit} + C_{fast}} \times \frac{NO_3}{K_{m,denit} + NO_3}, \]

(78a)

\[ v_{max,denit}(T_{soil}) = v_{max,denit} \times e^{-\frac{E_{a,denit}}{R} \times \left(\frac{1}{T_{soil}} - \frac{1}{T_{ref}}\right)} \]

(78b)
The actual rate of denitrification ($U_{\text{denit}}$), given the potential rate and competing demands from plant uptake (Sect. M4.3), is partitioned into its products ($\text{NO}_y$, $\text{N}_2\text{O}$, and $\text{N}_2$) according to

\begin{align}
F_{\text{denit},\text{NO}_y} &= f_{\text{denit}}^{\text{NO}_y} \times U_{\text{denit}} \quad (79a) \\
F_{\text{denit},\text{N}_2\text{O}} &= f_{\text{denit}}^{\text{N}_2\text{O}} \times U_{\text{denit}} \quad (79b) \\
F_{\text{denit},\text{N}_2} &= (1 - f_{\text{denit}}^{\text{NO}_y} - f_{\text{denit}}^{\text{N}_2\text{O}}) \times U_{\text{denit}} \quad (79c)
\end{align}

where the $F_{\text{denit},X}$ are the denitrification fluxes for $\text{NO}_y$, $\text{N}_2\text{O}$, and $\text{N}_2$, respectively (Eq. 60). The model currently ignores the effect of ammonia volatilisation, which is of low relevance for natural, unfertilised ecosystems.

**M4.8 Phosphorus weathering and biomineralisation**

Weathering is modelled following Wang et al. (2010) as:

\begin{align}
F_{\text{weath},\text{PO}_4} &= f(T_{\text{soil}}) \times g(\Theta) \times f(C_{\text{fine, root}}) \times k_{\text{weath}} \times \rho_{\text{soil}}^{\text{cor}}, \quad \text{where} \\
f(T_{\text{soil}}) &= e^{-\frac{E_{a,hsc}}{R} \times \left(\frac{1}{T_{\text{soil}}} - \frac{1}{T_{\text{ref}}}\right)}, \quad (80a) \\
g(\Theta) &= \left(\frac{\Theta}{\Theta_{fc}}\right)^3, \quad \text{and} \\
f(C_{\text{fine, root}}) &= \frac{C_{\text{fine, root}}}{K_{\text{root,weath}} + C_{\text{fine, root}}} \quad (80d)
\end{align}

where $k_{\text{weath}}$ is the rate constant for weathering, and $\rho_{\text{soil}}^{\text{cor}}$ is the soil bulk density corrected by SOM content. The weathering rate decreases with soil depth as the fine root C decreases, given the half-saturation root density $K_{\text{root, weath}}$, and is modified by soil temperature and moisture.

The potential biomineralisation rate of $\text{PO}_4$ (McGill and Cole, 1981) is determined as an additional turnover of the P contained in the slow SOM pool, modified by temperature and moisture modifiers, and affected by the concentration of $\text{PO}_4$ and the root biomass:

\begin{align}
F_{\text{biomin},\text{PO}_4} &= \frac{C_{\text{slow}}}{\chi_{\text{SOM}}^{C,N}_{\text{slow}} \times \chi_{\text{SOM}}^{N,P}_{\text{slow}} \times \tau_{\text{biomin}}} \times f(C_{\text{fine, root}}) \times f(\text{PO}_4) \times f(T_{\text{soil}}) \times g(\Theta), \quad \text{where} \\
f(C_{\text{fine, root}}) &= \frac{C_{\text{fine, root}}}{K_{\text{root, biomin}} + C_{\text{fine, root}}}, \quad \text{and} \\
f(\text{PO}_4) &= \frac{K_{\text{PO}_4}^{\text{biomin}}}{K_{\text{PO}_4}^{\text{biomin}} + \text{PO}_4} \quad (81c)
\end{align}

where $K_{\text{root, biomin}}$ and $K_{\text{PO}_4}^{\text{biomin}}$ are constants constraining the biomineralisation rate under low root biomass and high $\text{PO}_4$ concentration, respectively; the temperature and moisture responses are calculated as those in Eq. 65. The biomineralisation
rate is further constrained so that it does not alter the stoichiometry of the fast pool.

\[ F_{\text{biomin},PO_4} = MIN\left( F^*_{\text{biomin},PO_4} \cdot \frac{\eta_{C, \text{slow} \rightarrow \text{fast}} \chi_{\text{SOM},P,\text{slow}}}{\tau_{\text{slow}}} \right) \]  

(82)

**M4.9 Phosphorus adsorption and (ab)sorption**

PO$_4$ desorption follows Yang et al. (2014):

\[ F_{\text{desorp},PO_4} = f(T_{\text{soil}}, E_{a, \text{abs}}) \times k_{\text{abs}} + k_{\text{lab}} - f(T_{\text{soil}}, E_{a, \text{des}}) \times k_{\text{des}}, \text{where} \]

\[ f(T_{\text{soil}}, E_{a}) = e^{-\frac{E_{a}}{RT_{\text{soil}}} \left( \frac{1}{T_{\text{soil}}} - \frac{1}{T_{\text{ref}}} \right)} \]  

(83b)

where $k_{\text{abs}}$ and $k_{\text{des}}$ are the rate constants of (ab)sorption and desorption, and $E_{a, \text{abs}}$ and $E_{a, \text{des}}$ the respective activation energies.

The adsorption ($F_{\text{adsorp},PO_4}$) flux from soil solution to the soil adsorption sites is calculated assuming constant Langmuir equilibrium (Barrow, 1978) between soluble and adsorbed P:

\[ PO_4 = \frac{S_{\text{max}} \times PO_4}{K_S + PO_4}, \text{thus} \]

(84a)

\[ \frac{\partial P_{\text{lab}}}{\partial t} = \frac{S_{\text{max}} \times PO_4 \partial PO_4}{(K_S + PO_4)^2 \partial t}, \text{by rearranging Eq. 84b} \]

(84b)

\[ \frac{\partial P_{\text{lab}}}{\partial t} = k_p \frac{\partial (P_{\text{lab}} + PO_4)}{\partial t} \]

(84c)

\[ \frac{\partial PO_4}{\partial t} = (1 - k_p) \frac{\partial (P_{\text{lab}} + PO_4)}{\partial t}, \text{where} \]

(84d)

\[ k_p = \frac{S_{\text{max}} \times PO_4}{(K_S + PO_4)^2 + S_{\text{max}} PO_4}, \]

(84e)

where $S_{\text{max}}$ and $K_S$ are the maximum sorption capacity, and the half-saturation concentration coefficient of the soil, and are modified by soil moisture and SOM content as follows:

\[ S_{\text{max}} = \Theta_{\text{soil}} \times (S_{\text{om}}^{\text{max}} V_{\text{frac}}^{\text{om}} \rho_{\text{org}} + S_{\text{mineral}}^{\text{max}} V_{\text{frac}}^{\text{mineral}} \rho_{\text{soil}}), \text{and} \]

(85a)

\[ K_S = K_{s_{\text{om}}} V_{\text{frac}}^{\text{om}} \rho_{\text{org}} + K_{s_{\text{mineral}}} V_{\text{frac}}^{\text{mineral}} \rho_{\text{soil}}, \]

(85b)

where $V_{\text{frac}}^{\text{om}}$ and $V_{\text{frac}}^{\text{mineral}}$ are volumetric fractions of organic matter and fine soil minerals, respectively. $S_{\text{om}}^{\text{max}}$ and $S_{\text{mineral}}^{\text{max}}$ are the maximum PO$_4$ sorption capacity of pure organic matter and pure fine soil, respectively. $K_{s_{\text{om}}}$ and $K_{s_{\text{mineral}}}$ are the half-saturation concentration coefficient of pure organic matter and pure fine soil, respectively.

Based on Eq.60f and Eq.61a, the equilibrium in Eq.84 could be solved .

\[ \frac{\partial (P_{\text{lab}} + PO_4)}{\partial t} = F_{\text{dep},PO_4} + F_{\text{weather},PO_4} + F_{\text{biomin},PO_4} - U_{\text{plant},PO_4} - F_{\text{desorp},PO_4} - \sum (\Phi_i,PO_4) - \frac{\partial v_{\text{PO}_4}}{\partial z} \frac{PO_4}{\partial t} + \frac{\partial}{\partial z} \left( D_B \frac{\partial P_{\text{lab}}}{\partial z} \right) \]

(86)
Currently, gas diffusion is not modelled explicitly. Instead, CO\textsubscript{2} is assumed to be directly released to the atmosphere. The carbon efflux per soil layer is described as:

\[
F_{\text{CO}_2}^\uparrow = ((1-\eta_{\text{C,litter}\rightarrow\text{fast}})\left(\frac{C_{\text{met}}}{\tau_{\text{met}}} + \frac{C_{\text{str}}}{\tau_{\text{str}}}\right) + (1-\eta_{\text{C, wl}\rightarrow\text{met}|\text{str}})\frac{C_{\text{wl}}}{\tau_{\text{wl}}} + (1-\eta_{\text{C, fast}\rightarrow\text{slow}})\frac{C_{\text{fast}}}{\tau_{\text{fast}}} + (1-\eta_{\text{C, slow}\rightarrow\text{fast}})\frac{C_{\text{slow}}}{\tau_{\text{slow}}})\Delta t, \tag{87}
\]

and similar for \textsuperscript{13}C and \textsuperscript{14}C fluxes.

Slightly differently from that, the emission of gaseous N species is assumed to follow Xu-Ri and Prentice (2008), which considers the effect of temperature and moisture on gas loss. However, transfer between soil layers is equally not treated explicitly.

\[
F_X^\uparrow = f(T_{\text{soil}}) \times a_{fps} \times X, \text{ where}
\]

\[
f(T_{\text{soil}}) = e^{-\frac{E_{a,\text{diff}}}{R} \times (\frac{1}{T_{\text{soil}}} - \frac{1}{T_{\text{ref}}})} \tag{88b}
\]

and \textit{a}_{fps} is the air-filled pore fraction of the soil (see Eq. 75.)

The carbon (C) and nitrogen (N) flows and pool tracked in the model are comprising all major isotopes (i.e. C = \textsuperscript{12}C + \textsuperscript{13}C + \textsuperscript{14}C, and N = \textsuperscript{14}N + \textsuperscript{15}N). The model explicitly tracks the mass flow of \textsuperscript{13}C, \textsuperscript{14}C and \textsuperscript{15}N as separate entities for all biogeochemical pools and fluxes. The molar mixing ratio (\textit{R}_X) of the isotope (e.g. \textsuperscript{13}C) to the main element (e.g. \textsuperscript{12}C) of each biogeochemical pool can be calculated as

\[
R_{13C} = \frac{\textsuperscript{13}C}{\textsuperscript{12}C} = \frac{\textsuperscript{13}C}{C_{\textsuperscript{13}C}} \tag{89}
\]

and by convention

\[
\delta_{13C} = (\frac{R_{13C}}{R_{\text{ref},13C}} - 1) \times 1000 \tag{90}
\]

where \textit{R}_{\text{ref},13C} is the reference isotopic molar mixing ratio and \textit{\delta}_{13C} is in \%/e. Similar calculations are done for the ratio of \textsuperscript{15}N to \textsuperscript{14}N and the reference value \textit{R}_{\text{ref},15N}. By convention, the delta notation of \textsuperscript{14}C is dependent on the \textsuperscript{13}C content, see (Levin et al., 2010), and the molar mass of \textsuperscript{14}C is ignored in the calculations of \textsuperscript{13}C because of the extremely low concentrations.
Biogeochemical processes discriminate against the heavier isotope, and this fractionation process is treated by calculating the mixing ratio of the isotope of the resulting flux as

\[ \frac{R_{\text{sink}}}{1000} + 1 \]

where \( R_{\text{source}} \) is the molar mixing ratio of the source pool of the reaction, \( R_{\text{sink}} \) is the molar mixing ratio of the resulting matter flux, and \( \epsilon_{\text{process}} \) is a process and isotope specific discrimination rate.

Isotopic discrimination of \(^{13}\)C and \(^{14}\)C by photosynthesis is modelled according to the general equation derived by Farquhar et al. (1982); Drake (2014), so that

\[ D_x = a_x + (c_x + \phi_{\text{C}_4} \times b_x - a_x) \frac{c_i}{c_a} \]

where \( a_x \) and \( b_x \) are isotope-specific constants (\(^{13}\)C and \(^{14}\)C, respectively, see Table M5). \( c_x \) and \( \phi_{\text{C}_4} \) account for the additional bundle-sheath processes in C4 plants. For C3 plants, these processes do not play a role and these parameters are 0 and 1, respectively. In the model, currently only photosynthesis is assumed to result in C-isotope discrimination, ignoring the effect of the smaller and uncertain discrimination by tissue construction, storage formation and respiration (Brüggemann et al., 2011).

Isotopic discrimination for various nitrogen cycle processes (biological nitrogen fixation, ammonification, plant and microbial N uptake, and processes associated with nitrification and denitrification) are taken from (Robinson, 2001). According to (Robinson, 2001), in case of near-complete consumption of the source pool, the discrimination is reduced as

\[ \epsilon_{\text{corr}} = \epsilon_{\text{process}}(f_{\text{source}} - 1) \log\left( \frac{1 - f_{\text{source}}}{f_{\text{source}}} \right) \]

where \( f_{\text{source}} \) is the ratio of the source consumption to the source pool size.

M6 Radiation, surface energy balance and soil hydrology

M6.1 Net surface shortwave radiation budget

Canopy radiation interception is calculated with a multi-layer scheme following Spitters (1986), with radiation levels calculated at the mid-point of each canopy layer. The scheme uses up to 20 (default 10) canopy layers, with exponentially increasing layer thickness as the canopy depth increases. The original scheme, as used in OCN (Zaehle and Friend, 2010), has been extended to diagnose canopy albedo, to account for clumping (see eq. 96), and to approximate the attenuation of the shortwave radiation back-scatter from the soil to allow for a smooth transition of surface albedo from soil to vegetation values with increasing leaf coverage.
The scheme is applied separately to the visible (\textit{vis}) and near-infrared (\textit{nir}) radiation band, where the parameterisation of the visible radiation is based on the assumption that the radiation interception and reflection are similar to that of the photosynthetically active range (i.e. 400-700 nm). In the following, the subscripts for visible and near-infrared are omitted for readability.

The reflection coefficient ($\rho_{rad}$) of the green canopy-Light levels decrease exponentially in the canopy, such that the attenuation of direct ($dr$) and diffuse ($df$) top-of-the-canopy irradiance ($I_{d\perp,0}$ and $I_{d\perp,0}$, respectively) at any cumulative leaf area index ($LAI_c$; from the top) is given by:

$$
\rho_{rad} = \frac{1 - \sqrt{1 - \sigma}}{1 + \sqrt{1 - \sigma}} \times \frac{2}{1 + \rho_{beta} \times \cos(\gamma^*)},
$$

where the first term on the right hand side is the reflection of a horizontally oriented canopy, and the second term empirically adjusts the reflection to a spherical distribution. $\sigma$ is the PFT-specific single leaf scattering coefficient and $\rho_{beta}$ is a conversion constant. Because all equations for leaf reflection and absorption coefficients are only valid for high solar elevation, the true zenith angle ($\gamma$) is constrained to values larger than $10^\circ$ ($\gamma^*$). Note that Spitters (1986) use the sine of the solar elevation angle.

$$
I_{df\perp} = (1 - \rho_{rad}) \times I_{df\perp,0} \times e^{-k_{df} \times LAI_c}
$$

(94a)

$$
I_{dr\perp} = (1 - \rho_{rad}) \times I_{dr\perp,0} \times e^{-\sqrt{1 - \sigma} \times k_{bl} \times LAI_c}
$$

(94b)

$$
I_{dr,dr\perp} = I_{dr\perp,0} \times e^{-k_{bl} \times LAI_c}
$$

(94c)

$$
I_{dr,df\perp} = I_{dr\perp} - I_{dr,dr\perp}
$$

(94d)

where $I_{dr,df\perp}$ is the diffuse part of the direct beam resulting from scattering of the direct beam and $I_{dr,dr\perp}$ is the direct beam remaining direct at the canopy depth $LAI_c$, and $\rho_{rad}$ is the reflection coefficient of the green canopy, as defined in Eq. 97. For a spherical leaf angle distribution with leaves distributed randomly within the canopy volume, the extinction coefficients of the diffuse flux ($k_{df}$) and that of the direct component of the direct flux ($k_{bl}$) are approximated, respectively, by:

$$
k_{df} = k_{df,0} \sqrt{1 - \sigma} \times \Omega
$$

(95a)

$$
k_{bl} = \frac{k_{bl,0} \times \Omega}{\cos(\gamma^*)}
$$

(95b)

where $\Omega$ is the clumping index according to Campbell and Norman (1998), which is calculated as:

$$
\Omega = \frac{\Omega_0}{(\Omega_0 + (1 - \Omega_0) \times e^{-k_{esf} \times \acos(\gamma^*) \times \phi_{crown}})},
$$

(96)

where $\Omega_0$ and $\phi_{crown}$ are the PFT-specific clumping factor at nadir and crown shape factor, respectively, and $k_{esf}$ is a correction factor.
Light levels decrease exponentially in the canopy, such that the attenuation of direct (\(I_{dr}\)) and diffuse (\(I_{df}\)) top-of-the-canopy irradiance (\(I_{dr,0}\) and \(I_{df,0}\), respectively) at any cumulative leaf area index (\(LAI_c\)) from the top. The reflection coefficient (\(\rho_{rad}\)) of the green canopy is given by:

\[
\begin{align*}
I_{df,\downarrow} &= (1 - \rho_{rad}) \times I_{df,0} \times e^{-k_{df} \times LAI_c} \\
I_{dr,\downarrow} &= (1 - \rho_{rad}) \times I_{dr,0} \times e^{-\sqrt{1-\sigma} \times k_{sl} \times LAI_c} \\
I_{dr,dr,\downarrow} &= I_{dr,\downarrow,0} \times e^{-k_{sl} \times LAI_c} \\
I_{dr,df,\downarrow} &= I_{dr,\downarrow} - I_{dr,dr,\downarrow}
\end{align*}
\]

\[\rho_{rad} = \frac{1 - \sqrt{1 - \sigma}}{1 + \sqrt{1 - \sigma}} \times \frac{2}{1 + \rho_{obeta} \times \cos(\gamma^*)}, \quad \text{(97)}\]

where \(I_{dr,df,\downarrow}\) is the diffuse part of the direct beam resulting from scattering of the direct beam and \(I_{dr,dr,\downarrow}\) is the direct beam remaining direct at the canopy depth \(LAI_c\), the first term on the right hand side is the reflection of a horizontally oriented canopy, and the second term empirically adjusts the reflection to a spherical distribution. \(\sigma\) is the PFT-specific single leaf scattering coefficient and \(\rho_{obeta}\) is a conversion constant. Because all equations for leaf reflection and absorption coefficients are only valid for high solar elevation, the true zenith angle (\(\gamma\)) is constrained to values larger than 10° (\(\gamma^*\)). Note that Spitters (1986) use the sine of the solar elevation angle.

Below the canopy (\(bc\)), i.e. at the soil surface, the downwelling energy flux (\(I_{bc,\downarrow}\)) is divided into a part that is absorbed by the soil (\(I_{a,soil}\)) and a part that is backscattered as diffuse radiation (\(I_{bc,\uparrow}\)), depending on the soil’s albedo (\(alb_{soil}\)):

\[
\begin{align*}
I_{bc,\downarrow} &= (1 - \rho_{rad}) \times (I_{df, \downarrow,0} \times e^{-k_{df} \times LAI} + I_{dr, \downarrow,0} \times e^{-\sqrt{1-\sigma} \times k_{sl} \times LAI_c}) \\
I_{a,soil} &= (1 - alb_{soil}) \times I_{bc,\downarrow} \\
I_{bc,\uparrow} &= alb_{soil} \times I_{bc,\downarrow}
\end{align*} \quad \text{(98a,b,c)}
\]

To first-order, the diffuse light profile of the canopy accounting for the backscatter of diffuse radiation from the soil can be approximated as

\[
I_{df, \uparrow} = (1 - \rho_{rad}) \times (I_{df, \downarrow,0} \times e^{-k_{df} \times LAI_c} + \times I_{bc,\uparrow} \times e^{-k_{df} \times (LAI - LAI_c)}) \quad \text{(99)}
\]
Absorption \( (A_{rad}) \) is taken to be complementary to transmission, therefore the absorbed diffuse and direct energy flux at a cumulative leaf area \( LAI_c \) can be written as:

\[
A_{df}^{rad} = k_{df} \times I_{df \downarrow}^\uparrow
\]

\[
A_{dr}^{rad} = (1 - \sigma) \times k_{bl} \times I_{dr}
\]

\[
A_{dr,dr}^{rad} = (1 - \sigma) \times k_{bl} \times I_{dr \downarrow,0} \times e^{-k_{bl} \times LAI_c}
\]

\[
A_{dr,df}^{rad} = A_{dr}^{rad} - A_{dr,dr}^{rad}
\]

The canopy is then split into a sunlit and a shaded part, with the sunlit fraction defined as:

\[
f_{sunlit} = e^{-k_{bl} \times LAI_c}
\]

following eq. 94c. The sunlit part receives both diffuse and direct radiation, whereas the shaded part only received diffuse radiation. Thus,

\[
A_{shaded}^{rad} = A_{df}^{rad} + A_{dr,df}^{rad}
\]

\[
A_{sunlit}^{rad} = A_{shaded}^{rad} + (1 - \sigma) \times k_{bl} \times I_{dr \downarrow,0}
\]

The canopy albedo is diagnosed (rather than simply taken as \( \rho_{rad} \)) as:

\[
alb_{can} = 1 - \frac{I_{bc\downarrow} + (1 - f_{sunlit}) \times A_{shaded}^{rad} + f_{sunlit} \times A_{sunlit}^{rad}}{I_{df\downarrow,0} + I_{dr\downarrow,0}}
\]

The total shortwave upward flux is diffuse and calculated as the backscattered flux of the canopy plus the backscattered flux from the soil, which is transmitted diffusely through the canopy:

\[
I_{df\uparrow} = alb_{can} \times (I_{df\downarrow,0} + I_{dr\downarrow,0} - I_{bc\downarrow}) + (1 - \rho_{rad}) \times I_{bc\uparrow} \times e^{-k_{df} \times LAI}
\]

Based on this, the total surface albedo \( alb_{surf} \) (i.e. the albedo derived from vegetation and soil radiation transfer, absorption, and reflection) and net shortwave flux \( I_{net} \) can be calculated as:

\[
alb_{surf} = \frac{I_{df\uparrow}}{I_{df\downarrow,0} + I_{dr\downarrow,0}}
\]

\[
I_{net} = (1 - alb_{surf}) \times (I_{df\downarrow,0} + I_{dr\downarrow,0})
\]

M6.2 Surface energy balance

The representation of the surface energy balance including the turbulent momentum and heat exchanges, surface, and soil temperature calculations follows largely the scheme of JSBACH 3, as described by Roeckner et al. (2003). The net radiation
\( R_{net} \) at the surface consists of the following components:

\[
R_{net} = (1 - \alpha_s)R_{sd} + R_{ld} - \varepsilon \sigma_{SB}T_s^4
\]  

(106)

where the term \( \alpha_s \times R_{sd} \) is the net surface shortwave balance, denoted as \( I_{net} \) in Eq. 105, \( R_{ld} \) the downwelling longwave radiation, \( \varepsilon \) the surface emissivity, \( \sigma_{SB} \) the Stefan-Boltzmann constant, and \( T_s \) is the surface temperature.

The surface energy balance can then be written as

\[
C_{s,l} \frac{\partial T_s}{\partial t} = R_{net} + LE + H + G
\]  

(107)

where \( C_{s,l} \) is the heat capacity of the surface layer, \( H \) is the sensible heat flux, \( LE \) the latent heat flux, composed of interception loss \( E_i \), soil evaporation \( E_s \) and transpiration \( E_v \), as described in Section M6.3. \( G \) is the ground heat flux, which is obtained from the solution of the thermal diffusion equation, which is used to diagnose the temperature profile within the soil.

\[
C_s \frac{\partial T}{\partial t} = - \frac{\partial G}{\partial z} = - \frac{\partial}{\partial z} \left( - \lambda_s \frac{\partial T}{\partial z} \right)
\]  

(108)

where \( C_s \) is the volumetric heat capacity of the soil, \( G \) is the thermal heat flux (positive downward), \( \lambda_s = C_s \kappa_s \) is the thermal conductivity, \( \kappa_s \) the thermal diffusivity, both derived from soil texture, and \( z \) the depth. This equation is solved down to a prescribed depth assuming zero flux conditions at the bottom and surface temperature \( T_s \) at the top as obtained from Eq. 107.

The sensible heat flux \( H \) is obtained from the temperature gradient according to

\[
H = \rho_{air} C_p \frac{T_{air} - T_s}{r_a}
\]  

(109)

where \( \rho_{air} \) and \( C_p \) are density and heat capacity of the surface atmospheric layer, and \( T_{air} \) and \( T_s \) are air and surface temperature. \( r_a \) is the aerodynamic resistance:

\[
r_a = (C_h |v_h|)^{-1}
\]  

(110)

and depends on the transfer coefficient for heat \( C_h \) Roeckner et al. (2003). and the absolute value of horizontal wind velocity \( v_h \).

**M6.3 Surface and soil hydrology**

The soil model keeps track of water in terms of amount of water \( W_{skin,soil} \) \( \text{m} \), which in the soil can be converted to the layers fractional water content \( \Theta \) as:

\[
\Theta_{soil,sl} = \frac{W_{soil,sl}}{d_{z_d}}
\]
with a soil water matrix potential (\(\Psi_{\text{soil.sl}}\)) derived from a pedotransfer function Saxton and Rawls (2006) as follows:

\[
\Psi_{\text{soil.sl}} = k_A^\Psi \Theta_A^\Psi k_B^\Psi \\
\]

where \(k_A^\Psi\) and \(k_B^\Psi\) are soil texture dependent parameters Saxton and Rawls (2006). Surface hydrology is represented in very simple terms in QUINCY, because it is meant to be replaced by the JSBACH 4 hydrology in a future version. The model largely follows JSBACH 3 Roeckner et al. (2003), with some modifications. The model represents surface hydrology for a number of soil layers (see Section M1) and including a canopy skin layer (hereafter referred to as skin). It represents interception \(F_{\text{inter}}\) by and interception loss \(E_i\) from the canopy, infiltration \(F_{\text{inf}}\), bare soil evaporation \(E_a\), and surface runoff generation \(F_{\text{through}}\) at the soil surface, water movement in the soil \(F_{\text{diff}}\), as well as deep drainage, and transpiration by vegetation \(E_v\) distributed across the rooting zone. The water budget can be described as follows:

\[
\frac{dW_{\text{skin}}}{dt} = F_{\text{inter}} - E_i \\
\]

\[
\frac{dW_{\text{soil.sl}=1}}{dt} = F_{\text{inf}} - E_a - F_{\text{trans,sl}=1} E_v - F_{\text{diff,sl}=1\to sl=2} \\
\]

\[
\frac{dW_{\text{soil.sl}=2,n}}{dt} = (1 - k_{\text{pref}} \frac{dz_{sl}}{dz}) F_{\text{pref,sl}=1} F_{\text{trans,sl}=1} F_{\text{trans,sl}=1\to sl=1} F_{\text{diff,sl}=1\to sl=1} \\
\]

Precipitation \(P\text{precip}\) becomes partially intercepted by the canopy before reaching the soil:

\[
F_{\text{inter}} = \text{MIN}(k_{\text{eff,inter}} \times P\text{precip}, \frac{w_{\text{skin,max}} \times LAI - W_{\text{skin}}}{dt}) \\
\]

within the limit \(F_{\text{inter}}\), within the limits of the maximum size of this reservoir, the canopy skin reservoir \(W_{\text{skin}}\), with the remaining throughfall \(F_{\text{through}}\) reaching the first soil layer:

\[
F_{\text{inter}} = \text{MIN}(k_{\text{eff,inter}} \times P\text{precip}, \frac{w_{\text{skin,max}} \times LAI - W_{\text{skin}}}{dt}) \\
\]

\[
F_{\text{through}} = P\text{precip} - F_{\text{inter}} \\
\]

where \(w_{\text{skin,max}}\) is a parameter. Different from Roeckner et al. (2003), the remaining throughfall is partitioned into:

\(F_{\text{through}}\) is infiltrating into the first soil layer into infiltration \(F_{\text{inf}}\) within the limits of its water content at field capacity \(O_{fc}\), surface runoff \(F_{\text{runoff}}\), and a fraction that is leaked \(W_{\text{leak,sl}=1}\), but different to Roeckner et al. (2003) — reduced by a constant fraction \(k_{\text{preg}}\) which is assumed to be leaked preferentially to the next layer along preferential flow pathways \(F_{\text{pref}}\) lower layer. The difference between \(F_{\text{through}}\) and \(F_{\text{inf}}\), i.e., the excess water unable to remain in the surface layer, is partitioned into surface runoff \(F_{\text{runoff}}\) and preferential flow to the second layer \(F_{\text{pref,sl}=1}\).
\[ F_{\text{input}} = \text{MIN} (\text{Precip} - F_{\text{inter}}, \frac{W_{\text{f,sl}} - W_{\text{act,sl}}}{dt}) \]
\[ F_{\text{input}} = (1 - \frac{k_{\text{pref}}}{dz_{sl}}) \times \text{MIN} (F_{\text{input}} \times \frac{W_{\text{f,sl}} - W_{\text{act,sl}}}{dt}) \]  

Equation (113a)

\[ F_{\text{runoff}} = (1 - k_{\text{pref,runoff}})(F_{\text{through}} - F_{\text{input}}), \text{and} \]

Equation (113b)

\[ F_{\text{pref,sl}} = \frac{k_{\text{pref}}}{dz_{sl}} F_{\text{in}} + k_{\text{pref,runoff}} (F_{\text{through}} - F_{\text{input}}) \]  

Equation (113c)

Preferential flow to the lower layers is assumed to occur for any water leakage following infiltration according to

\[ F_{\text{in},sl} = (1 - \frac{k_{\text{pref}}}{dz_{sl}}) \times F_{\text{pref,sl-1}} \]  

Equation (114a)

\[ F_{\text{pref,sl}} = \frac{k_{\text{pref}}}{dz_{sl}} F_{\text{in},sl} \times F_{\text{pref,sl-1}} \]  

Equation (114b)

Different from Roeckner et al. (2003), the diffusive flux between two layers of depth \( dz \) is given by the Richards-equation:

\[ F_{\text{diff,sl-1}} = \frac{K_{\text{diff,sl-1}}}{0.5 \times (dz_{sl-1} + dz_{sl})} (\Psi_{\text{soil,sl-1}} - \Psi_{\text{soil,sl}}), \text{where} \]

Equation (115a)

\[ K_{\text{diff,sl-1}} = \frac{dz_{sl-1} K_{\text{diff,sl-1}} (\frac{\Theta_{\text{sat,sl}}}{\Theta_{\text{sat,sl-1}}}) k_{\text{C,sl}}^{\text{diff}} + dz_{sl} K_{\text{diff,sl-1}} (\frac{\Theta_{\text{sat,sl}}}{\Theta_{\text{sat,sl-1}}}) k_{\text{C,sl}}^{\text{diff}}}{dz_{sl-1} + dz_{sl}} \]  

Equation (115b)

where \( K_{\text{diff,sl-1}} \) and \( k_{\text{C,sl}}^{\text{diff}} \) are derived from soil texture according to Saxton and Rawls (2006). \( \Omega_{\text{sl}} \) is the volumetric water content given by Eq. 120, and \( \Psi_{\text{soil,sl}} \) is the soil water matrix potential given by Eq. 121. Saturation of a soil layer leads to increased percolation to the next lower layer. The lower boundary layer in the soil is modelled as a zero gradient boundary, i.e. only percolation flow leads to drainage from the soil column.

Interception loss \( (E_i) \) is calculated from the filled fraction of canopy skin reservoir \( (W_{\text{skin}}) \), i.e. the ratio of the actual to the maximum size of the canopy water storage:

\[ E_i = \rho_{\text{air}} \frac{q_a - q_s(T_s, p_s)}{r_a} \frac{W_{\text{skin}}}{w_{\text{skin, max}} \times LAI}, \]  

Equation (116)

where \( \rho_{\text{air}} \) is air density, \( q_a \) specific humidity in lowest atmospheric level, \( q_s \) saturation specific humidity at surface temperature \( T_s \) and pressure \( p_s \), and ratio of the size of the canopy water storage \( (W_{\text{skin}}) \) and the maximum size of this reservoir, where \( w_{\text{skin, max}} \) is a parameter, \( r_a \) is the aerodynamic resistance, and \( LAI \) is the current leaf area index of the vegetation.

Evaporation from the soil surface \( (E_s) \) is calculated as:

\[ E_s = \rho_{\text{air}} \frac{q_a - q_s(T_s, p_s)}{r_a} \Theta_{\text{soil,1}} (1 - \exp(k_{fpc} \times LAI)) \]  

Equation (117)
where \( \Theta_{soil,1} \) the fractional soil water content of the first soil layer. The term \( 1 - \exp(k_{fpe} \times LAI) \) has been added to the model of Roeckner et al. (2003) to account for the reduced energy available for evaporation underneath a closed canopy.

Transpiration from the dry vegetation surfaces \( (E_v) \) is

\[
E_v = \rho_{air} \frac{q_a - q_s(T_s, p_s)}{r_a + r}
\]

where stomatal resistance \( r \) of the canopy is the inverse of the stomatal conductance of the canopy (see Eq. 17).

The partitioning of the transpiration flux across soil layers \( f_{\text{trans},sl} \) is calculated based on the layered soil water potential \( \Psi_{soil,sl} \), the fractional root distribution \( f_{\text{root},sl} \), as well as a PFT-specific minimum soil water potential,

\[
f_{\text{trans},sl} = f_{\text{root},sl} \times \beta_{gs,soil,sl} \sum_{i=1}^{n} f_{\text{root},i} \times \beta_{gs,soil,i}
\]

\[
\beta_{gs,soil,sl} = \frac{\Psi_{soil,sl}}{\Psi_{soil,min}}
\]

Based on these fluxes, the water budget can be described as follows. The soil model keeps track of water in terms of amount of water \( (W_{\text{skin},soil}; \text{m}) \), which in the soil can be converted to the layers fractional water content \( (\Theta) \) as:

\[
\Theta_{soil,sl} = \frac{W_{soil,sl}}{dz_{sl}}
\]

\[
\frac{W_{\text{skin}}}{dt} = F_{\text{inter}} - E_i
\]

\[
\frac{W_{soil,sl=1}}{dt} = F_{\text{inf}} - E_a - f_{\text{trans},sl=1}E_v - F_{\text{diff},sl=1\rightarrow sl=2}
\]

\[
\frac{W_{soil,sl=2,n}}{dt} = (1 - \frac{k_{\text{pref}}}{dz_{sl}})F_{\text{pref},sl-1} - f_{\text{trans},sl}F_{\text{trans}} + F_{\text{diff},sl-1\rightarrow sl} - F_{\text{diff},sl\rightarrow sl+1}
\]

with a soil water matrix potential \( (\Psi_{soil,sl}) \) derived from a pedotransfer function Saxton and Rawls (2006) as follows:

\[
\Psi_{soil,sl} = k_A^\Psi \Theta_{soil,sl}^k_B^\Psi
\]

where \( k_A^\Psi \) and \( k_B^\Psi \) are soil texture dependent parameters Saxton and Rawls (2006).

Saturation of a soil layer leads to increased percolation to the next lower layer. The lower boundary layer in the soil is modelled as a zero-gradient boundary, i.e. only percolation flow leads to drainage from the soil column. The net water transport between layers is used as input to the vertical flow of soluable biogeochemical pools.
### Table M1. Memory time scale for processes

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Value</th>
<th>Unit</th>
<th>Eq.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_j^{\text{max}}$</td>
<td>Acclimation of temperature optimum for photosynthesis</td>
<td>7</td>
<td>days</td>
<td>9</td>
</tr>
<tr>
<td>$\tau_{\text{resp}}$</td>
<td>Acclimation of temperature response of maintenance respiration</td>
<td>30</td>
<td>days</td>
<td>23</td>
</tr>
<tr>
<td>$\tau_{\text{soa}}$</td>
<td>Frost response of photosynthesis (state-of-acclimation)</td>
<td>2</td>
<td>days</td>
<td>46</td>
</tr>
<tr>
<td>$\tau_{\text{labile}}$</td>
<td>Labile pool dynamics</td>
<td>7</td>
<td>days</td>
<td>20</td>
</tr>
<tr>
<td>$\tau_{\text{uptake}}$</td>
<td>Demand for nutrient uptake</td>
<td>3</td>
<td>days</td>
<td>73</td>
</tr>
<tr>
<td>$\tau_{\text{X}}$</td>
<td>Response of foliar stoichiometry</td>
<td>20</td>
<td>days</td>
<td>37</td>
</tr>
<tr>
<td>$\tau_{\text{pheno}}$</td>
<td>Phenological processes</td>
<td>7</td>
<td>days</td>
<td>45</td>
</tr>
<tr>
<td>$\tau_{\text{alloc}}$</td>
<td>Allometric responses</td>
<td>30</td>
<td>years</td>
<td>34</td>
</tr>
<tr>
<td>$\tau_{\text{dynamics}}$</td>
<td>Vegetation dynamics processes</td>
<td>365</td>
<td>days</td>
<td>56</td>
</tr>
</tbody>
</table>

### Table M2. Photosynthesis parameters

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Value</th>
<th>Unit</th>
<th>Equation</th>
<th>Citation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$j_n^{\text{max}}$</td>
<td>electron-transport limited carboxylation rate per unit N</td>
<td>4.4</td>
<td>$\text{mol CO}_2 / \text{mmol N}$</td>
<td>7</td>
<td>Niinemets and Tenhunen (1997)</td>
</tr>
<tr>
<td>$v_n^{\text{cmax}}$</td>
<td>Rubisco limited carboxylation rate per unit N</td>
<td>1.8</td>
<td>$\text{mol CO}_2 / \text{mmol N}$</td>
<td>10</td>
<td>Niinemets and Tenhunen (1997)</td>
</tr>
<tr>
<td>$v_n^{\text{pepc}}$</td>
<td>PePC limited carboxylation rate per unit N</td>
<td>98777.97</td>
<td>$\text{mol CO}_2 / \text{mmol N}$</td>
<td>12</td>
<td>Tazoe et al. (2006)</td>
</tr>
<tr>
<td>$f_{N_{\text{pep}}}$</td>
<td>Fraction of N in PEP and PPKD (C4 plants only)</td>
<td>0.045</td>
<td>-</td>
<td>-</td>
<td>Sect. M2.1</td>
</tr>
<tr>
<td>$r_{J2V}$</td>
<td>Jmax25/Vcmax25 (C3/C4) plants</td>
<td>1.97 / 1.4</td>
<td>-</td>
<td>-</td>
<td>Wullschleger (1993)</td>
</tr>
<tr>
<td>$a_n^{\text{chl}}$</td>
<td>Chlorophyll N content</td>
<td>25.12</td>
<td>$\text{mol mmol}^{-1}$</td>
<td>15</td>
<td>Evans (1989)</td>
</tr>
<tr>
<td>$\alpha_i$</td>
<td>Intrinsic quantum efficiency</td>
<td>0.0561</td>
<td>$\text{mol CO}_2 / \text{mol quanta}$</td>
<td>15</td>
<td>Kull and Krujit (1998)</td>
</tr>
<tr>
<td>$k_a$</td>
<td>Extinction coefficient for PAR on chlorophyll</td>
<td>0.005</td>
<td>$\text{mol}^{-1}$</td>
<td>15</td>
<td>Kull and Krujit (1998)</td>
</tr>
<tr>
<td>$k_n$</td>
<td>Extinction coefficient to describe decline of N within the canopy</td>
<td>0.11</td>
<td>-</td>
<td>2</td>
<td>Zaehle and Friend (2010)</td>
</tr>
<tr>
<td>$k_1^{\text{struc}}$</td>
<td>Slope of structural leaf N with total N</td>
<td>$7.14 \times 10^3$</td>
<td>g$^{-3}$N</td>
<td>4</td>
<td>Friend et al. (1997)</td>
</tr>
<tr>
<td>$k_0^{\text{chl}}$</td>
<td>Chlorophyll distribution with canopy depth for C3/C4 plants</td>
<td>6.0 / 15.0</td>
<td>-</td>
<td>5</td>
<td>Zaehle and Friend (2010)</td>
</tr>
<tr>
<td>$k_1^{\text{chl}}$</td>
<td>Chlorophyll distribution with canopy depth for C3/C4 plants</td>
<td>3.6 / 4.4</td>
<td>-</td>
<td>5</td>
<td>Zaehle and Friend (2010)</td>
</tr>
<tr>
<td>$k_{fn}^{\text{chl}}$</td>
<td>Chlorophyll distribution with canopy depth</td>
<td>0.7</td>
<td>-</td>
<td>5</td>
<td>Friend (2001)</td>
</tr>
</tbody>
</table>
Table M2. Photosynthesis parameters (ctnd.)

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Value</th>
<th>Unit</th>
<th>Equation</th>
<th>Citation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{kc}^0$</td>
<td>Scaling constant of $k_c$</td>
<td>38.05</td>
<td>-</td>
<td>6</td>
<td>Bernacchi et al. (2001)</td>
</tr>
<tr>
<td>$E_{kc}^1$</td>
<td>Activation energy of $k_c$</td>
<td>79.43</td>
<td>kJ mol</td>
<td>6</td>
<td>Bernacchi et al. (2001)</td>
</tr>
<tr>
<td>$E_{ko}^0$</td>
<td>Scaling constant of $k_o$</td>
<td>20.3</td>
<td>-</td>
<td>6</td>
<td>Bernacchi et al. (2001)</td>
</tr>
<tr>
<td>$E_{ko}^1$</td>
<td>Activation energy of $k_o$</td>
<td>36.38</td>
<td>kJ mol</td>
<td>6</td>
<td>Bernacchi et al. (2001)</td>
</tr>
<tr>
<td>$E_{\Gamma^*}^0$</td>
<td>Scaling constant of photosynthetic compensation point</td>
<td>19.02</td>
<td>-</td>
<td>6</td>
<td>Bernacchi et al. (2001)</td>
</tr>
<tr>
<td>$E_{\Gamma^*}^1$</td>
<td>Activation energy of photosynthetic compensation point</td>
<td>37.83</td>
<td>kJ mol</td>
<td>6</td>
<td>Bernacchi et al. (2001)</td>
</tr>
<tr>
<td>$E_{vcmax}^0$</td>
<td>Scaling constant of Rubisco</td>
<td>26.35</td>
<td>-</td>
<td>6</td>
<td>Bernacchi et al. (2001)</td>
</tr>
<tr>
<td>$E_{vcmax}^1$</td>
<td>Temperature sensitivity of Rubisco</td>
<td>65.33</td>
<td>kJ mol</td>
<td>6</td>
<td>Bernacchi et al. (2001)</td>
</tr>
<tr>
<td>$k_{opt}^{T_jmax}$</td>
<td>Offset of the $T_{jmax}^{opt}$ to $T_{air}$ relationship</td>
<td>17.0</td>
<td>°C</td>
<td>9</td>
<td>Friend (2010)</td>
</tr>
<tr>
<td>$k_{jmax}$</td>
<td>Slope of the $T_{jmax}^{opt}$ to $T_{air}$ relationship</td>
<td>0.35</td>
<td>-</td>
<td>9</td>
<td>Friend (2010)</td>
</tr>
<tr>
<td>$T_{jmax,min}$</td>
<td>Minimum of $T_{jmax}^{opt}$</td>
<td>17.0</td>
<td>°C</td>
<td>9</td>
<td>Friend (2010)</td>
</tr>
<tr>
<td>$T_{jmax,max}$</td>
<td>Maximum of $T_{jmax}^{opt}$</td>
<td>38.0</td>
<td>°C</td>
<td>9</td>
<td>Friend (2010)</td>
</tr>
<tr>
<td>$T_{pepc}$</td>
<td>Reference temperature of PePC C4 photosynthesis</td>
<td>25.0</td>
<td>°C</td>
<td>13</td>
<td>Friend et al. (2009)</td>
</tr>
<tr>
<td>$T_{pepc}$</td>
<td>Base temperature of PePC C4 photosynthesis</td>
<td>10.0</td>
<td>°C</td>
<td>13</td>
<td>Friend et al. (2009)</td>
</tr>
<tr>
<td>$D_{H2O}$</td>
<td>Ratio of diffusion coefficient for H$_2$O and CO$_2$ in air</td>
<td>1.6</td>
<td>-</td>
<td>17</td>
<td>Monteith and Unsworth (2013)</td>
</tr>
<tr>
<td>$D_{H2O}$</td>
<td>Ratio of diffusion coefficient for H$_2$O and CO$_2$ in turbulent air</td>
<td>1.37</td>
<td>-</td>
<td>17</td>
<td>Monteith and Unsworth (2013)</td>
</tr>
<tr>
<td>$O_i$</td>
<td>Partial Pressure of O$_2$</td>
<td>20.9</td>
<td>kPa</td>
<td>10</td>
<td>-</td>
</tr>
<tr>
<td>$c_{i,max}$</td>
<td>Saturating Ci in C4 plants</td>
<td>7800.0</td>
<td>Pa</td>
<td>-</td>
<td>Friend et al. (2009)</td>
</tr>
</tbody>
</table>
Table M3. Vegetation growth and dynamics parameters

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Value</th>
<th>Unit</th>
<th>Equation</th>
<th>Citation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_{\text{resp},\text{growth}}$</td>
<td>Growth respiration fraction per unit new biomass</td>
<td>0.25</td>
<td>molC/molC</td>
<td>20</td>
<td>Sprugel et al. (1995)</td>
</tr>
<tr>
<td>$f_{\text{non-woody resp,maint}}$</td>
<td>Maintenance respiration rate for fine roots and leaves</td>
<td>1.0</td>
<td>µmolCO$_2$/mmolN s</td>
<td>21</td>
<td>Sprugel et al. (1995)</td>
</tr>
<tr>
<td>$f_{\text{woody resp,maint}}$</td>
<td>Maintenance respiration rate for wood</td>
<td>0.25</td>
<td>µmolCO$_2$/mmolN s</td>
<td>21</td>
<td>Sprugel et al. (1995)</td>
</tr>
<tr>
<td>$t_{k1}$</td>
<td>Coefficient for temperature sensitivity of respiration</td>
<td>308.56</td>
<td>K</td>
<td>22</td>
<td>Lloyd and Taylor (1994)</td>
</tr>
<tr>
<td>$t_{k2}$</td>
<td>Coefficient for temperature sensitivity of respiration</td>
<td>56.02</td>
<td>K</td>
<td>22</td>
<td>Lloyd and Taylor (1994)</td>
</tr>
<tr>
<td>$t_{k3}$</td>
<td>Coefficient for temperature sensitivity of respiration</td>
<td>227.13</td>
<td>K</td>
<td>22</td>
<td>Lloyd and Taylor (1994)</td>
</tr>
<tr>
<td>$T_{\text{acclim,ref}}$</td>
<td>Base temperature for respiration acclimation</td>
<td>283.15</td>
<td>K</td>
<td>23</td>
<td>Atkin et al. (2014)</td>
</tr>
<tr>
<td>$f_{\text{resp,acclim}}$</td>
<td>Respiration temperature acclimation factor</td>
<td>-0.008</td>
<td>K$^{-1}$</td>
<td>23</td>
<td>Atkin et al. (2014)</td>
</tr>
<tr>
<td>cost$_{\text{NH}_4}$</td>
<td>Transformation and uptake cost for plant uptake of NH$_4$</td>
<td>1.7</td>
<td>gC/g N</td>
<td>24</td>
<td>Zerihun et al. (1998)</td>
</tr>
<tr>
<td>cost$_{\text{NO}_3}$</td>
<td>Transformation and uptake cost for plant uptake of NO$_3$</td>
<td>2.3</td>
<td>gC/g N</td>
<td>24</td>
<td>Zerihun et al. (1998)</td>
</tr>
</tbody>
</table>

**Labile Pool**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Value</th>
<th>Unit</th>
<th>Equation</th>
<th>Citation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_{\text{labile}}$</td>
<td>Turnover time of the labile pool</td>
<td>5</td>
<td>days</td>
<td>25</td>
<td>This study</td>
</tr>
<tr>
<td>$\lambda_{\text{labile temp}}$</td>
<td>Temperature response function of labile pool</td>
<td>0.5</td>
<td>K$^{-1}$</td>
<td>25</td>
<td>This study</td>
</tr>
<tr>
<td>$k_{\text{labile temp}}$</td>
<td>Shape parameter of the labile pool’s temperature response</td>
<td>2.0</td>
<td>-</td>
<td>25</td>
<td>This study</td>
</tr>
<tr>
<td>$\lambda_{\text{labile}}$</td>
<td>Moisture response function of labile pool</td>
<td>10.0</td>
<td>-</td>
<td>25</td>
<td>This study</td>
</tr>
<tr>
<td>$k_{\text{9 labile}}$</td>
<td>Moisture response function of labile pool</td>
<td>2.0</td>
<td>-</td>
<td>25</td>
<td>This study</td>
</tr>
<tr>
<td>$k_{\text{nut labile}}$</td>
<td>Rate at which N/P can be quicker retrieved than C</td>
<td>1.2</td>
<td>-</td>
<td>28</td>
<td>This study</td>
</tr>
</tbody>
</table>

**Allometry and allocation**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Value</th>
<th>Unit</th>
<th>Equation</th>
<th>Citation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_{\text{fruit alloc}}$</td>
<td>Minimum fraction of allocation going to fruit</td>
<td>0.01</td>
<td>-</td>
<td>29</td>
<td>This study</td>
</tr>
<tr>
<td>$k_{\text{fruit alloc}}$</td>
<td>Reserve usage rate below which fruit growth starts</td>
<td>0.1</td>
<td>umolC/m$^2$/s</td>
<td>29</td>
<td>This study</td>
</tr>
<tr>
<td>$\lambda_{\text{fruit alloc}}$</td>
<td>Shape parameter in the fruit allocation response to reserve changes</td>
<td>10.0</td>
<td>-</td>
<td>29</td>
<td>This study</td>
</tr>
<tr>
<td>$k_{\text{fruit alloc}}$</td>
<td>Shape parameter in the fruit allocation response to reserve changes</td>
<td>2.0</td>
<td>-</td>
<td>29</td>
<td>This study</td>
</tr>
<tr>
<td>$W_{\text{soil, crit}}$</td>
<td>Fraction of root zone water at field capacity below which root allocation starts responding</td>
<td>0.8</td>
<td>-</td>
<td>35</td>
<td>This study</td>
</tr>
<tr>
<td>$k_{\text{htol}}$</td>
<td>Stem mass to leaf mass ratio of grasses</td>
<td>0.05</td>
<td>-</td>
<td>30</td>
<td>Zaehle and Friend (2010)</td>
</tr>
</tbody>
</table>
### Table M3. Vegetation growth and dynamics parameters (ctnd.)

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Value</th>
<th>Unit</th>
<th>Equation</th>
<th>Citation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_m$</td>
<td>Carbon mass per unit dry weight of leaves</td>
<td>0.48</td>
<td>gC$\text{gDW}^{-1}$</td>
<td>-</td>
<td>Kattge et al. (2011)</td>
</tr>
<tr>
<td>$\chi_{\text{root}}$</td>
<td>Relative C:N of fine roots compared to leaves</td>
<td>0.85</td>
<td>-</td>
<td>Sect. M3.5</td>
<td>Zaehle and Friend (2010)</td>
</tr>
<tr>
<td>$\chi_{\text{wood}}$</td>
<td>Relative C:N of woody biomass compared to leaves</td>
<td>0.145</td>
<td>-</td>
<td>Sect. M3.5</td>
<td>Zaehle and Friend (2010)</td>
</tr>
<tr>
<td>$N_{\text{root}}$</td>
<td>Relative N:P of fine roots compared to leaves</td>
<td>1.0</td>
<td>-</td>
<td>Sect. M3.5</td>
<td>This study</td>
</tr>
<tr>
<td>$N_{\text{wood}}$</td>
<td>Relative N:P of woody biomass compared to leaves</td>
<td>1.0</td>
<td>-</td>
<td>Sect. M3.5</td>
<td>This study</td>
</tr>
<tr>
<td>$\delta^X_{\text{leaf}}$</td>
<td>Maximum rate of foliar stoichiometry change</td>
<td>0.0048</td>
<td>day$^{-1}$</td>
<td>36</td>
<td>(Zaehle and Friend, 2010)</td>
</tr>
<tr>
<td>$\lambda^X_{\text{leaf}}$</td>
<td>Shape parameter in leaf stoichiometry nutrient response</td>
<td>2.0</td>
<td>-</td>
<td>37</td>
<td>(Zaehle and Friend, 2010)</td>
</tr>
<tr>
<td>$k^X_{\text{leaf}}$</td>
<td>Shape parameter in leaf stoichiometry nutrient response</td>
<td>8.0</td>
<td>-</td>
<td>37</td>
<td>(Zaehle and Friend, 2010)</td>
</tr>
</tbody>
</table>

#### Reserve dynamics

| $LAI_{\text{target max}}$ | Maximum LAI target for reserve use calculations | 5.0   | m$^2$m$^{-2}$ | 39       | This study |
| $\lambda^\Phi_{\text{maint,C}}$ | Shape parameter for pull from reserve C to labile C pools | 4.0   | -    | 40       | This study |
| $k^\Phi_{\text{maint,C}}$ | Shape parameter for pull from reserve C to labile C pools | 1.2   | -    | 40       | This study |
| $k^\Phi_{\text{maint,NP}}$ | Shape parameter for pull from reserve N|P to labile N|P pools | 1.6   | -    | 40       | This study |
| $\lambda^\Phi_{\text{maint,NP}}$ | Shape parameter for pull from reserve N|P to labile N|P pools | 3.0   | -    | 40       | This study |
| $\lambda^\Phi_{\text{store}}$ | Shape parameter for pull from labile to reserve pool | 2.0   | -    | 40       | This study |
| $k^\Phi_{\text{store}}$ | Shape parameter for pull from labile to reserve pool | 3.0   | -    | 40       | This study |
| $\Phi_{\text{phen}}$ | Shape parameter in storage response function to phenomenology | 1.3   | -    | 42       | This study |
| $k^\Phi_{\text{phen}}$ | Shape parameter in storage response function to phenomenology | 8.0   | -    | 42       | This study |
| $\lambda^{ps}_{\text{sinklim}}$ | Photosynthetic sink limitation with labile C accumulation | 0.1   | -    | 43       | This study |
| $k^{ps}_{\text{sinklim}}$ | Photosynthetic sink limitation with labile C accumulation | 2.0   | -    | 43       | This study |
| $k^{CNP}_{\text{sinklim}}$ | Photosynthetic sink limitation with nutrient limitation | 4.0   | -    | 44       | This study |
| $\beta^{ps}_{\text{sinklim, min}}$ | Lower bound of photosynthetic sink limitation | 0.25  | -    | 43       | This study |
| $f_{\text{leaf, max}}$ | Maximum reserve storage in leaves relative to leaf mass | 0.02  | -    | Sect. M3.6 | This study |
| $f_{\text{root, max}}$ | Maximum reserve storage in fine roots relative to fine root mass | 0.2   | -    | Sect. M3.6 | This study |
| $f_{\text{wood, max}}$ | Maximum reserve storage in sap wood relative to sap wood mass | 0.15  | -    | Sect. M3.6 | This study |
| $k_{\Phi_{\text{inter}}}$ | Threshold value of $\Phi_{\text{maint}}^X$ beyond which $\Phi_{\text{store}}^X$ is reduced | 0.75  | -    | 41       | This study |
Table M3. Vegetation growth and dynamics parameters (ctnd.)

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Value</th>
<th>Unit</th>
<th>Equation</th>
<th>Citation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phenology</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t_{GDD}^{air}$</td>
<td>Temperature threshold for the accumulation of growing degree days</td>
<td>°C</td>
<td>5</td>
<td>-</td>
<td>by convention</td>
</tr>
<tr>
<td>$\tau_{soa}$</td>
<td>Time constant in calculation state of acclimation</td>
<td>hours</td>
<td>114</td>
<td>46</td>
<td>This study</td>
</tr>
<tr>
<td>$T_{min}$</td>
<td>Min temp. in $\beta_{soa}$ calculation</td>
<td>°C</td>
<td>-3</td>
<td>47</td>
<td>This study</td>
</tr>
<tr>
<td>$T_{max}$</td>
<td>Max temp. in $\beta_{soa}$ calculation</td>
<td>°C</td>
<td>17</td>
<td>47</td>
<td>This study</td>
</tr>
<tr>
<td>Turnover</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tau_{nut_recycle}$</td>
<td>Time scale of foliar and fine root nutrient turnover</td>
<td>days</td>
<td>10.0</td>
<td>48</td>
<td>Zaehle and Friend (2010)</td>
</tr>
<tr>
<td>$f_{shed,max}$</td>
<td>Maximum rate of leaf shedding</td>
<td>days</td>
<td>0.05</td>
<td>49</td>
<td>This study</td>
</tr>
<tr>
<td>$k_{leaf}$</td>
<td>Fraction of nutrient resorption before leaf shedding</td>
<td>-</td>
<td>0.5</td>
<td>50</td>
<td>This study</td>
</tr>
<tr>
<td>$k_{wood}$</td>
<td>Fraction of nutrient resorption before wood death</td>
<td>-</td>
<td>0.2</td>
<td>50</td>
<td>This study</td>
</tr>
<tr>
<td>Vegetation dynamics</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$k_{CA}$</td>
<td>Scaling parameter in crown area to diameter relationship</td>
<td>-</td>
<td>100.0</td>
<td>51</td>
<td>Sitch et al. (2003)</td>
</tr>
<tr>
<td>$k_{rp}$</td>
<td>Scaling exponent in crown area to diameter relationship</td>
<td>-</td>
<td>1.6</td>
<td>51</td>
<td>Sitch et al. (2003)</td>
</tr>
<tr>
<td>$CA_{max}$</td>
<td>Maximum crown area</td>
<td>$m^2$</td>
<td>15.0</td>
<td>51</td>
<td>Sitch et al. (2003)</td>
</tr>
<tr>
<td>$k_{fpc}$</td>
<td>Light-extinction coefficient</td>
<td>-</td>
<td>0.5</td>
<td>52</td>
<td>Sitch et al. (2003)</td>
</tr>
<tr>
<td>$\lambda_{est}$</td>
<td>Shape parameter for temperature effect on establishment</td>
<td>-</td>
<td>0.075</td>
<td>Sect. M3.10</td>
<td>This study</td>
</tr>
<tr>
<td>$k_{T_{est}}$</td>
<td>Shape parameter for temperature effect on establishment</td>
<td>-</td>
<td>4.0</td>
<td>Sect. M3.10</td>
<td>This study</td>
</tr>
<tr>
<td>$\lambda_{Theta 1}$</td>
<td>Shape parameter for moisture effect on establishment</td>
<td>-</td>
<td>10.0</td>
<td>Sect. M3.10</td>
<td>This study</td>
</tr>
<tr>
<td>$k_{Theta 1}$</td>
<td>Shape parameter for moisture effect on establishment</td>
<td>-</td>
<td>2.0</td>
<td>Sect. M3.10</td>
<td>This study</td>
</tr>
<tr>
<td>$FPC_{max}$</td>
<td>Maximum foliage projective cover</td>
<td>-</td>
<td>0.95</td>
<td>54, 57</td>
<td>Sitch et al. (2003)</td>
</tr>
<tr>
<td>$k_{1_mort_gref}$</td>
<td>Asymptotic growth efficiency mortality rate</td>
<td>year$^{-1}$</td>
<td>0.05</td>
<td>56</td>
<td>Sitch et al. (2003)</td>
</tr>
<tr>
<td>$k_{2_mort_gref}$</td>
<td>Scaling coefficient for growth efficiency mortality rate</td>
<td>$m^2\text{yr}\text{molC}^{-1}$</td>
<td>0.3</td>
<td>56</td>
<td>Sitch et al. (2003)</td>
</tr>
</tbody>
</table>
### Table M4. Soil biogeochemistry parameters

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Value</th>
<th>Unit</th>
<th>Equation</th>
<th>Citation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_{\text{met, max}, C}$</td>
<td>Maximum fraction of metabolic litter formation</td>
<td>0.85</td>
<td>-</td>
<td>62</td>
<td>Parton et al. (1993)</td>
</tr>
<tr>
<td>$k_{\text{met}, C}$</td>
<td>Slope of metabolic fraction with lignin to N ratio</td>
<td>0.018</td>
<td>-</td>
<td>62</td>
<td>Parton et al. (1993)</td>
</tr>
<tr>
<td>$LC_{\text{fine_root}}$</td>
<td>Lignin content of fine root</td>
<td>0.2565592</td>
<td>mol$^{-1}$</td>
<td>62</td>
<td>White et al. (2000)</td>
</tr>
<tr>
<td>$LC_{\text{coarse_root}}$</td>
<td>Lignin content of coarse roots</td>
<td>0.8163248</td>
<td>mol$^{-1}$</td>
<td>62</td>
<td>assuming woody values</td>
</tr>
<tr>
<td>$LC_{\text{woody_litter}}$</td>
<td>Lignin content of woody litter</td>
<td>0.8163248</td>
<td>mol$^{-1}$</td>
<td>62</td>
<td>White et al. (2000)</td>
</tr>
<tr>
<td>$LC_{\text{fruit}}$</td>
<td>Lignin content of seed bed</td>
<td>0.2565592</td>
<td>mol$^{-1}$</td>
<td>62</td>
<td>set to fine-roots</td>
</tr>
<tr>
<td>$LC_{\text{seed_bed}}$</td>
<td>Lignin content of fine root</td>
<td>0.2565592</td>
<td>mol$^{-1}$</td>
<td>62</td>
<td>set to fine-roots</td>
</tr>
<tr>
<td>$LC_{\text{leaf, max}}$</td>
<td>Maximum lignin content of leaves</td>
<td>0.3440226</td>
<td>mol$^{-1}$</td>
<td>63</td>
<td>White et al. (2000)</td>
</tr>
<tr>
<td>$k_{\text{leaf2sla}}$</td>
<td>Slope of lignin to sla relationship</td>
<td>-0.4328854</td>
<td>m$^{-2}$</td>
<td>63</td>
<td>White et al. (2000)</td>
</tr>
<tr>
<td>$k_{\text{met, vp, N}}$</td>
<td>Proportionality factor controlling C:N of metabolic vs. structural pool</td>
<td>5.0</td>
<td>-</td>
<td>64</td>
<td>Parton et al. (1993)</td>
</tr>
<tr>
<td>$k_{\text{met, vp, P}}$</td>
<td>Proportionality factor controlling C:P of metabolic vs. structural pool</td>
<td>5.0</td>
<td>-</td>
<td>64</td>
<td>Parton et al. (1993)</td>
</tr>
<tr>
<td>$\eta_{\text{C, wl } \rightarrow \text{met, str}}$</td>
<td>Fraction of woody litter C transformed into metabolic or structural litter</td>
<td>0.3</td>
<td>-</td>
<td>Sect. M4.1</td>
<td>following Parton et al. (1993)</td>
</tr>
</tbody>
</table>

#### Turnover times and their rate modifiers

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Value</th>
<th>Unit</th>
<th>Equation</th>
<th>Citation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_{\text{base, met}}$</td>
<td>Turnover time of metabolic litter</td>
<td>0.033</td>
<td>years</td>
<td>65</td>
<td>Parton et al. (1993)</td>
</tr>
<tr>
<td>$\tau_{\text{base, str}}$</td>
<td>Turnover time of structural litter</td>
<td>0.124</td>
<td>years</td>
<td>65</td>
<td>Parton et al. (1993)</td>
</tr>
<tr>
<td>$\tau_{\text{base, wl}}$</td>
<td>Turnover time of woody litter</td>
<td>2.5</td>
<td>years</td>
<td>65</td>
<td>This study</td>
</tr>
<tr>
<td>$\tau_{\text{base, fast}}$</td>
<td>Turnover time of fast SOM pool</td>
<td>2.0</td>
<td>years</td>
<td>65</td>
<td>This study</td>
</tr>
<tr>
<td>$\tau_{\text{base, slow}}$</td>
<td>Turnover time of slow SOM pool</td>
<td>100.0</td>
<td>years</td>
<td>65</td>
<td>This study</td>
</tr>
<tr>
<td>$T_{\text{opt, dec, comp}}$</td>
<td>Temperature of peak decomposition rate</td>
<td>313.15</td>
<td>K</td>
<td>65</td>
<td>This study</td>
</tr>
<tr>
<td>$E_a, \text{ dec, comp}$</td>
<td>Activation energy for decomposition</td>
<td>53000.0</td>
<td>Jmol$^{-1}$</td>
<td>65</td>
<td>Ahrens et al. (2015)</td>
</tr>
<tr>
<td>$E_d, \text{ dec, comp}$</td>
<td>De-activation energy for decomposition</td>
<td>100000.0</td>
<td>Jmol$^{-1}$</td>
<td>65</td>
<td>Ahrens et al. (2015)</td>
</tr>
<tr>
<td>$\Psi_{\text{dec, min}}$</td>
<td>Minimum water potential for decomposition</td>
<td>-2.0</td>
<td>MPa</td>
<td>65</td>
<td>This study</td>
</tr>
</tbody>
</table>
### Table M4. Soil biogeochemistry parameters (ctnd.)

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Value</th>
<th>Unit</th>
<th>Equation</th>
<th>Citation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\chi_{SOM}$</td>
<td>Maximum C:N ratio of fast SOM</td>
<td>15.27693</td>
<td>mol</td>
<td>mol</td>
<td>66</td>
</tr>
<tr>
<td>$\chi_{SOM}$</td>
<td>Minimum C:N ratio of fast SOM</td>
<td>5.830891</td>
<td>mol</td>
<td>mol</td>
<td>66</td>
</tr>
<tr>
<td>$f_{X}$</td>
<td>Slope of fast SOM C:N to mineral soil N</td>
<td>51000.0</td>
<td>kg</td>
<td>mol</td>
<td>66</td>
</tr>
<tr>
<td>$\chi_{SOM}$</td>
<td>C:N ratio of slow SOM pool</td>
<td>10.4956</td>
<td>mol</td>
<td>mol</td>
<td>71</td>
</tr>
<tr>
<td>$\chi_{SOM}$</td>
<td>N:P ratio of slow SOM pool</td>
<td>30.98107</td>
<td>mol</td>
<td>mol</td>
<td>71</td>
</tr>
<tr>
<td>$\eta$</td>
<td>Microbial nitrogen-use efficiency</td>
<td>0.8</td>
<td>mol</td>
<td>mol</td>
<td>67</td>
</tr>
<tr>
<td>$\eta$</td>
<td>Microbial phosphorus-use efficiency</td>
<td>0.8</td>
<td>mol</td>
<td>mol</td>
<td>70</td>
</tr>
<tr>
<td>$\eta_{C,litter\rightarrow fast}$</td>
<td>Fraction of litter transformed into fast SOM</td>
<td>0.45</td>
<td>-</td>
<td>70</td>
<td>Parton et al. (1993)</td>
</tr>
<tr>
<td>$\eta_{C,fast\rightarrow slow}$</td>
<td>Fraction of fast SOM transformed into slow SOM</td>
<td>0.15</td>
<td>-</td>
<td>71</td>
<td>Parton et al. (1993)</td>
</tr>
<tr>
<td>$\eta_{C,slow\rightarrow fast}$</td>
<td>Fraction of slow SOM transformed into fast SOM</td>
<td>0.3</td>
<td>-</td>
<td>71</td>
<td>Parton et al. (1993)</td>
</tr>
<tr>
<td>$\eta_{C,org}$</td>
<td>Diffusion velocity due to bioturbation</td>
<td>0.15</td>
<td>m$^2$ kg$^{-1}$ m$^{-3}$ yr$^{-1}$</td>
<td>72</td>
<td>Koven et al. (2013)</td>
</tr>
<tr>
<td>$\rho_{org}$</td>
<td>Bulk density of organic material</td>
<td>150.3935</td>
<td>kg</td>
<td>m$^{-3}$</td>
<td>72</td>
</tr>
</tbody>
</table>

### Nutrient uptake kinetics

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Value</th>
<th>Unit</th>
<th>Equation</th>
<th>Citation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{opt,uptake}$</td>
<td>Temperature of peak uptake rate</td>
<td>313.15</td>
<td>K</td>
<td></td>
<td>73</td>
</tr>
<tr>
<td>$E_{a,uptake}$</td>
<td>Activation energy for uptake</td>
<td>53000.0</td>
<td>J mol$^{-1}$</td>
<td>73</td>
<td>Ahrens et al. (2015)</td>
</tr>
<tr>
<td>$E_{d,uptake}$</td>
<td>De-activation energy for uptake</td>
<td>100000.0</td>
<td>J mol$^{-1}$</td>
<td>73</td>
<td>Ahrens et al. (2015)</td>
</tr>
<tr>
<td>$K_{m1,NH_4}$</td>
<td>Low-affinity NH$_4$ uptake</td>
<td>0.0416</td>
<td>mol$^{-3}$</td>
<td>73</td>
<td>Kronzucker et al. (1995)</td>
</tr>
<tr>
<td>$K_{m1,NO_3}$</td>
<td>Low-affinity parameter for plant uptake</td>
<td>0.0416</td>
<td>mol$^{-3}$</td>
<td>73</td>
<td>Kronzucker et al. (1995)</td>
</tr>
<tr>
<td>$K_{m1,PO_4}$</td>
<td>Low-affinity parameter for plant uptake</td>
<td>229.6667</td>
<td>L mol$^{-1}$</td>
<td>73</td>
<td>Kavka and Polle (2016)</td>
</tr>
<tr>
<td>$K_{m2,NH_4}$</td>
<td>High-affinity parameter for plant uptake</td>
<td>1.0</td>
<td>mol$^{-3}$</td>
<td>73</td>
<td>Kronzucker et al. (1995)</td>
</tr>
<tr>
<td>$K_{m2,NO_3}$</td>
<td>High-affinity parameter for plant uptake</td>
<td>1.0</td>
<td>mol$^{-3}$</td>
<td>73</td>
<td>Kronzucker et al. (1995)</td>
</tr>
<tr>
<td>$K_{m2,PO_4}$</td>
<td>High-affinity parameter for plant uptake</td>
<td>0.000022</td>
<td>mol$^{-3}$</td>
<td>73</td>
<td>Kavka and Polle (2016)</td>
</tr>
<tr>
<td>$E_{a,hsc}$</td>
<td>Activation energy of half-saturation point</td>
<td>30000.0</td>
<td>J mol$^{-1}$</td>
<td>73</td>
<td>Ahrens p. com. 2016</td>
</tr>
<tr>
<td>$k_{hsc}$</td>
<td>Scaling factor for the sensitivity of half-saturation constant to moisture limitation</td>
<td>0.001</td>
<td>-</td>
<td>73</td>
<td>Davidson et al. (2012)</td>
</tr>
<tr>
<td>$K_{half,N_{demand}}$</td>
<td>Fraction of target labile N at which uptake is reduced to 50%</td>
<td>0.75</td>
<td>-</td>
<td>73</td>
<td>This study</td>
</tr>
<tr>
<td>$K_{half,P_{demand}}$</td>
<td>Fraction of target labile P at which uptake is reduced to 50%</td>
<td>0.9</td>
<td>-</td>
<td>73</td>
<td>This study</td>
</tr>
<tr>
<td>$k_{demand}$</td>
<td>Nutrient uptake response function to labile nutrient concentration</td>
<td>2.0</td>
<td>-</td>
<td>73</td>
<td>This study</td>
</tr>
<tr>
<td>$N_{BNF\ limit}$</td>
<td>Maximum sum of NH$_4$ and NO$_3$ at which BNF occurs</td>
<td>0.05</td>
<td>mol N m$^{-2}$</td>
<td>Sect. M4.6</td>
<td>Zehle and Friend (2010)</td>
</tr>
<tr>
<td>$v_{max,BNF}$</td>
<td>Maximum rate of BNF</td>
<td>0.005</td>
<td>mol N m$^{-2}$ s$^{-1}$</td>
<td>74</td>
<td>Zehle and Friend (2010)</td>
</tr>
</tbody>
</table>
Table M4. Soil biogeochemistry parameters (ctnd.)

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Value</th>
<th>Unit</th>
<th>Equation</th>
<th>Citation</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \lambda_{anvf} )</td>
<td>Weibull function to relate anaerobic volume fraction to soil moisture</td>
<td>1.3</td>
<td>-</td>
<td>75</td>
<td>Zaehle and Friend (2010)</td>
</tr>
<tr>
<td>( k_{anvf} )</td>
<td>Weibull function to relate anaerobic volume fraction to soil moisture</td>
<td>3.0</td>
<td>-</td>
<td>75</td>
<td>Zaehle and Friend (2010)</td>
</tr>
<tr>
<td>( v_{max,nit} )</td>
<td>Maximum nitrification rate</td>
<td>0.4</td>
<td>( \text{day}^{-1} )</td>
<td>76</td>
<td>Xu-Ri and Prentice (2008)</td>
</tr>
<tr>
<td>( E_{a,nit} )</td>
<td>Activation energy of nitrification</td>
<td>80000</td>
<td>( \text{J} \text{mol}^{-1} )</td>
<td>76</td>
<td>Xu-Ri and Prentice (2008)</td>
</tr>
<tr>
<td>( E_{d,nit} )</td>
<td>De-activation energy of nitrification</td>
<td>200000</td>
<td>( \text{J} \text{mol}^{-1} )</td>
<td>76</td>
<td>Xu-Ri and Prentice (2008)</td>
</tr>
<tr>
<td>( T_{opt,nit} )</td>
<td>Optimum temperature for nitrification</td>
<td>311.15</td>
<td>K</td>
<td>76</td>
<td>Xu-Ri and Prentice (2008)</td>
</tr>
<tr>
<td>( f_{NO_y} )</td>
<td>Fraction of nitrification lost to ( NO_y )</td>
<td>0.02</td>
<td>-</td>
<td>77</td>
<td>Xu-Ri and Prentice (2008)</td>
</tr>
<tr>
<td>( f_{N_2O} )</td>
<td>Fraction of nitrification lost to ( N_2O )</td>
<td>0.002</td>
<td>-</td>
<td>77</td>
<td>Xu-Ri and Prentice (2008)</td>
</tr>
<tr>
<td>( E_{a,denit} )</td>
<td>Activation energy of denitrification</td>
<td>47000</td>
<td>( \text{J} \text{mol}^{-1} )</td>
<td>78</td>
<td>Xu-Ri and Prentice (2008)</td>
</tr>
<tr>
<td>( v_{max,denit} )</td>
<td>Maximum denitrification rate</td>
<td>0.1</td>
<td>( \text{day}^{-1} )</td>
<td>78</td>
<td>Xu-Ri and Prentice (2008)</td>
</tr>
<tr>
<td>( K_{fast,denit} )</td>
<td>Half-saturation constant C of denitrification</td>
<td>20.0</td>
<td>( \text{mol} \text{m}^{-3} )</td>
<td>78</td>
<td>Xu-Ri and Prentice (2008)</td>
</tr>
<tr>
<td>( K_{NO_3,denit} )</td>
<td>Half-saturation constant ( NO_3 ) of denitrification</td>
<td>1162.598</td>
<td>( \text{mol} \text{m}^{-3} )</td>
<td>78</td>
<td>Xu-Ri and Prentice (2008)</td>
</tr>
<tr>
<td>( f_{NO_y,denit} )</td>
<td>Fraction of denitrification lost to ( NO_y )</td>
<td>0.002</td>
<td>-</td>
<td>79</td>
<td>Xu-Ri and Prentice (2008)</td>
</tr>
<tr>
<td>( f_{N_2O,denit} )</td>
<td>Fraction of denitrification lost to ( N_2O )</td>
<td>0.02</td>
<td>-</td>
<td>79</td>
<td>Xu-Ri and Prentice (2008)</td>
</tr>
<tr>
<td>( E_{a,diff} )</td>
<td>Activation energy of gas diffusion</td>
<td>47000</td>
<td>( \text{J} \text{mol}^{-1} )</td>
<td>88</td>
<td>Xu-Ri and Prentice (2008)</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
<td>Value</td>
<td>Unit</td>
<td>Equation</td>
<td>Citation</td>
</tr>
<tr>
<td>--------------</td>
<td>---------------------------------------------------------</td>
<td>-------------</td>
<td>---------------------</td>
<td>-----------</td>
<td>-------------------------</td>
</tr>
<tr>
<td>( k_{\text{ocl}} )</td>
<td>Occlusion coefficient of sorbed PO(_4)</td>
<td>3.86</td>
<td>( 10^{-13} \text{s}^{-1} )</td>
<td>61</td>
<td>Yang et al. (2014)</td>
</tr>
<tr>
<td>( k_{\text{weath}} )</td>
<td>Weathering rate constant of mineral soil</td>
<td>8.16208</td>
<td>( 10^{-14} \text{molP/m}^3 \text{s} )</td>
<td>80</td>
<td>Wang et al. (2010)</td>
</tr>
<tr>
<td>( K_{\text{root},\text{weath}} )</td>
<td>Half-saturation root biomass for PO(_4) weathering</td>
<td>10.0</td>
<td>( \text{molC/m}^3 )</td>
<td>80</td>
<td>calibrated</td>
</tr>
<tr>
<td>( K_{\text{PO}_4} )</td>
<td>Half-saturation solute P concentration for PO(_4) biochemical mineralization</td>
<td>0.001</td>
<td>( \text{molP/m}^3 )</td>
<td>81</td>
<td>estimated</td>
</tr>
<tr>
<td>( K_{\text{root},\text{biomin}} )</td>
<td>Half-saturation root C biomass for PO(_4) biochemical mineralization</td>
<td>20.0</td>
<td>( \text{molC/m}^3 )</td>
<td>81</td>
<td>calibrated</td>
</tr>
<tr>
<td>( k_{\text{abs}} )</td>
<td>PO(<em>4) (ab)sorption rate from ( P</em>{\text{lab}} ) to ( P_{\text{sorb}} )</td>
<td>651.8519</td>
<td>( \mu\text{mol/kg}	ext{soil/s} )</td>
<td>83</td>
<td>Yang et al. (2014)</td>
</tr>
<tr>
<td>( E_{a,\text{abs}} )</td>
<td>Activation energy for sorption to mineral surfaces</td>
<td>5000.0</td>
<td>( \text{j/mol} )</td>
<td>83</td>
<td>Ahrens p. com. 2016</td>
</tr>
<tr>
<td>( k_{\text{des}} )</td>
<td>PO(<em>4) desorption rate from ( P</em>{\text{sorb}} ) to ( P_{\text{lab}} )</td>
<td>0.000733</td>
<td>( \text{mol/kg}	ext{soil/s} )</td>
<td>83</td>
<td>Yang et al. (2014)</td>
</tr>
<tr>
<td>( E_{a,\text{des}} )</td>
<td>Activation energy for desorption from mineral surfaces</td>
<td>20000.0</td>
<td>( \text{j/mol} )</td>
<td>83</td>
<td>Ahrens p. com. 2016</td>
</tr>
<tr>
<td>( S_{\text{max},\text{om}} )</td>
<td>PO(_4) sorption capacity of organic matter</td>
<td>0.4</td>
<td>( \mu\text{mol/kgOM} )</td>
<td>85</td>
<td>This study(^1)</td>
</tr>
<tr>
<td>( S_{\text{max},\text{mineral}} )</td>
<td>PO(_4) sorption capacity of mineral soil</td>
<td>0.0387</td>
<td>( \text{mol/kgsoil} )</td>
<td>85</td>
<td>This study(^1)</td>
</tr>
<tr>
<td>( K_{\text{sorb},\text{om}} )</td>
<td>Half-saturation concentration for PO(_4) adsorption to OM</td>
<td>0.045</td>
<td>( \mu\text{molP/kgOM} )</td>
<td>85</td>
<td>This study(^1)</td>
</tr>
<tr>
<td>( K_{\text{sorb},\text{mineral}} )</td>
<td>Half-saturation concentration for PO(_4) adsorption to soil mineral</td>
<td>0.00225</td>
<td>( \mu\text{molP/kgsoil} )</td>
<td>85</td>
<td>This study(^1)</td>
</tr>
</tbody>
</table>

\(^1\): Based on a literature review including Abekoe and Sahrawat (2001); Ahmed et al. (2008); Chakraborty et al. (2012); Debicka et al. (2015); Dossa et al. (2008); Fan et al. (2014); Guedes et al. (2016); Harrell and Wang (2006); Hartono et al. (2005); Herlihy and McCarthy (2006); Holford et al. (1974); Horta et al. (2013); Huang et al. (2005); Janardhanan and Daroub (2010); Kolahchi and Jalali (2013); Olander and Vitousek (2005); Pal (2011); Sakadevan and Bavor (1998); Sanyal et al. (1993); Sato and Comerford (2005); Shirvani et al. (2010); Singh et al. (2005); Singh et al. (2006); Villapando and Graetz (2001); Wisawapipat et al. (2009); Xu et al. (2006); Zafar et al. (2016); Zhou and Li (2001); Zou et al. (2011)
Table M5. Parameters for the calculation of isotopic fractionation and mixing ratios calculation

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Value</th>
<th>Unit</th>
<th>Equation</th>
<th>Citation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_{13C}$</td>
<td>Discrimination of $^{13}$C due to stomatal diffusion</td>
<td>4.4</td>
<td>‰</td>
<td>92</td>
<td>Drake (2014)</td>
</tr>
<tr>
<td>$b_{13C}$</td>
<td>Discrimination of $^{13}$C due to Rubisco</td>
<td>27.0</td>
<td>‰</td>
<td>92</td>
<td>Drake (2014)</td>
</tr>
<tr>
<td>$c_{13C}$</td>
<td>Discrimination of $^{13}$C due to PEP C</td>
<td>5.7</td>
<td>‰</td>
<td>92</td>
<td>Drake (2014)</td>
</tr>
<tr>
<td>$a_{14C}$</td>
<td>Discrimination of $^{14}$C due to stomatal diffusion</td>
<td>8.668</td>
<td>‰</td>
<td>92</td>
<td>Drake (2014)</td>
</tr>
<tr>
<td>$b_{14C}$</td>
<td>Discrimination of $^{14}$C due to Rubisco</td>
<td>51.03</td>
<td>‰</td>
<td>92</td>
<td>Drake (2014)</td>
</tr>
<tr>
<td>$c_{14C}$</td>
<td>Discrimination of $^{14}$C due to PEP C</td>
<td>10.773</td>
<td>‰</td>
<td>92</td>
<td>Drake (2014)</td>
</tr>
<tr>
<td>$\phi_{C4}$</td>
<td>Leakage rate of bundle sheath cells</td>
<td>0.16</td>
<td>-</td>
<td>92</td>
<td>Drake (2014)</td>
</tr>
<tr>
<td>$R_{ref,C^{13}}$</td>
<td>Reference isotopic mixing ratio of $^{13}$C/$^{12}$C; PDB standard</td>
<td>0.0112372</td>
<td>mol/mol</td>
<td>90</td>
<td>-</td>
</tr>
<tr>
<td>$R_{ref,C^{15}}$</td>
<td>Reference isotopic mixing ratio of $^{15}$N/$^{14}$N</td>
<td>0.0036765</td>
<td>mol/mol</td>
<td>90</td>
<td>Robinson (2001)</td>
</tr>
<tr>
<td>$\epsilon_{\text{micro},\text{NH}_4}$</td>
<td>Discrimination due to microbial NH$_4$ uptake</td>
<td>17.0</td>
<td>‰</td>
<td>91</td>
<td>Robinson (2001)</td>
</tr>
<tr>
<td>$\epsilon_{\text{plant,\text{NH}_4}}$</td>
<td>Discrimination due to plant NH$_4$ uptake</td>
<td>13.5</td>
<td>‰</td>
<td>91</td>
<td>Robinson (2001)</td>
</tr>
<tr>
<td>$\epsilon_{\text{plant,NO}_3}$</td>
<td>Discrimination due to plant NO$_3$ uptake</td>
<td>9.5</td>
<td>‰</td>
<td>91</td>
<td>Robinson (2001)</td>
</tr>
<tr>
<td>$\epsilon_{\text{nitrification}}$</td>
<td>Discrimination due to nitrification</td>
<td>47.5</td>
<td>‰</td>
<td>91</td>
<td>Robinson (2001)</td>
</tr>
<tr>
<td>$\epsilon_{\text{nitrate,production}}$</td>
<td>Discrimination due to NO$_3$ production</td>
<td>25.0</td>
<td>‰</td>
<td>91</td>
<td>Robinson (2001)</td>
</tr>
<tr>
<td>$\epsilon_{\text{denitrification}}$</td>
<td>Discrimination due to denitrification</td>
<td>31.0</td>
<td>‰</td>
<td>91</td>
<td>Robinson (2001)</td>
</tr>
<tr>
<td>$\epsilon_{\text{ammonification}}$</td>
<td>Discrimination due to NH$_4$ production</td>
<td>2.5</td>
<td>‰</td>
<td>91</td>
<td>Robinson (2001)</td>
</tr>
</tbody>
</table>

Table M6. Parameters for the albedo, fAPAR and surface energy and water calculation

**Albedo and fAPAR**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Value</th>
<th>Unit</th>
<th>Equation</th>
<th>Citation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho_{\text{beta}}$</td>
<td>Scaling factor of solar angle in reflection calculation</td>
<td>1.6</td>
<td>-</td>
<td>97</td>
<td>Spitters (1986)</td>
</tr>
<tr>
<td>$k_{\text{vis,bl,0}}$</td>
<td>Extinction coefficient over black leaves (VIS range)</td>
<td>0.5</td>
<td>-</td>
<td>95</td>
<td>Spitters (1986)</td>
</tr>
<tr>
<td>$k_{\text{vis,df,0}}$</td>
<td>Extinction coefficient for diffuse radiation (VIS range)</td>
<td>0.8</td>
<td>-</td>
<td>95</td>
<td>Spitters (1986)</td>
</tr>
<tr>
<td>$k_{\text{nir,bl,0}}$</td>
<td>Extinction coefficient over black leaves (NIR range)</td>
<td>0.5</td>
<td>-</td>
<td>95</td>
<td>Spitters (1986)</td>
</tr>
<tr>
<td>$k_{\text{nir,df,0}}$</td>
<td>Extinction coefficient for diffuse radiation (NIR range)</td>
<td>0.8</td>
<td>-</td>
<td>95</td>
<td>Spitters (1986)</td>
</tr>
<tr>
<td>$k_{\text{csf}}$</td>
<td>Crown shape correction parameter</td>
<td>2.2</td>
<td>-</td>
<td>96</td>
<td>(Campbell and Norman, 1998)</td>
</tr>
<tr>
<td>$a_{\text{vis,soil}}$</td>
<td>Soil albedo (VIS range)</td>
<td>0.15</td>
<td>-</td>
<td>98</td>
<td>Bonan (2015)</td>
</tr>
<tr>
<td>$a_{\text{nir,soil}}$</td>
<td>Soil albedo (NIR range)</td>
<td>0.30</td>
<td>-</td>
<td>98</td>
<td>Bonan (2015)</td>
</tr>
</tbody>
</table>

**Surface energy and water balance**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Value</th>
<th>Unit</th>
<th>Equation</th>
<th>Citation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_{\text{eff,inter}}$</td>
<td>Efficiency of interception of precipitation as rain</td>
<td>0.25</td>
<td>-</td>
<td>112</td>
<td>Raddatz et al. (2007)</td>
</tr>
<tr>
<td>$w_{\text{skin,max}}$</td>
<td>Maximum water storage per unit LAI</td>
<td>0.0002</td>
<td>m</td>
<td>112</td>
<td>Raddatz et al. (2007)</td>
</tr>
<tr>
<td>$k_{\text{pref}}$</td>
<td>Preferential flow fraction of infiltrating water</td>
<td>0.01</td>
<td>m$^{-1}$</td>
<td>113</td>
<td>This study</td>
</tr>
<tr>
<td>$k_{\text{pref,runoff}}$</td>
<td>Infiltrating fraction of surface runoff</td>
<td>0.95</td>
<td>-</td>
<td>113</td>
<td>Krinner et al. (2005)</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
<td>Unit</td>
<td>Equation</td>
<td>Citation</td>
<td></td>
</tr>
<tr>
<td>--------------</td>
<td>-----------------------------------------</td>
<td>---------------</td>
<td>----------</td>
<td>-----------------------------------------------</td>
<td></td>
</tr>
<tr>
<td>$\sigma_{vis}$</td>
<td>Single leaf scattering albedo (VIS range)</td>
<td>-</td>
<td>97</td>
<td>Otto et al. (2014); Spitters (1986)</td>
<td></td>
</tr>
<tr>
<td>$\sigma_{nir}$</td>
<td>Single leaf scattering albedo (NIR range)</td>
<td>-</td>
<td>97</td>
<td>Otto et al. (2014); Spitters (1986)</td>
<td></td>
</tr>
<tr>
<td>$\Omega_0$</td>
<td>Canopy clumping factor</td>
<td>-</td>
<td>96</td>
<td>Campbell and Norman (1998)</td>
<td></td>
</tr>
<tr>
<td>$\phi_{crown}$</td>
<td>Crown shape factor</td>
<td>-</td>
<td>96</td>
<td>Campbell and Norman (1998)</td>
<td></td>
</tr>
<tr>
<td>$s la$</td>
<td>Specific leaf area</td>
<td>$\frac{m^2}{mol C}$</td>
<td>-</td>
<td>Kattge et al. (2011)</td>
<td></td>
</tr>
<tr>
<td>$\chi_{leaf}$</td>
<td>Default foliar C:N</td>
<td>$\frac{g C}{g N}$</td>
<td>Sect. M3.5</td>
<td>Kattge et al. (2011)</td>
<td></td>
</tr>
<tr>
<td>$\chi_{leaf,min}$</td>
<td>Minimum foliar C:N</td>
<td>$\frac{g C}{g N}$</td>
<td>37</td>
<td>Kattge et al. (2011)</td>
<td></td>
</tr>
<tr>
<td>$\chi_{leaf,max}$</td>
<td>Maximum foliar C:N</td>
<td>$\frac{g C}{g N}$</td>
<td>37</td>
<td>Kattge et al. (2011)</td>
<td></td>
</tr>
<tr>
<td>$\chi_{leaf}$</td>
<td>Default foliar N:P</td>
<td>$\frac{g N}{g P}$</td>
<td>Sect. M3.5</td>
<td>Kattge et al. (2011)</td>
<td></td>
</tr>
<tr>
<td>$\chi_{leaf,min}$</td>
<td>Minimum foliar N:P</td>
<td>$\frac{g N}{g P}$</td>
<td>37</td>
<td>Kattge et al. (2011)</td>
<td></td>
</tr>
<tr>
<td>$\chi_{leaf,min}$</td>
<td>Maximum foliar N:P</td>
<td>$\frac{g N}{g P}$</td>
<td>37</td>
<td>Kattge et al. (2011)</td>
<td></td>
</tr>
<tr>
<td>$k_{struc}$</td>
<td>Maximum fraction of structural foliar N</td>
<td>-</td>
<td>4</td>
<td>Friend et al. (1997); Kattge et al. (2011)</td>
<td></td>
</tr>
<tr>
<td>$f_{N_{struc,cl}}$</td>
<td>Minimum fraction of structural foliar N</td>
<td>-</td>
<td>4</td>
<td>This study</td>
<td></td>
</tr>
<tr>
<td>$T_{\Omega}$</td>
<td>Shape parameter of $J_{max}$ temperature response</td>
<td>K</td>
<td>9</td>
<td>Friend (2010)</td>
<td></td>
</tr>
<tr>
<td>$g_0$</td>
<td>Intercept of the $A_n g_s$ relationship</td>
<td>-</td>
<td>17</td>
<td>Lin et al. (2015)</td>
<td></td>
</tr>
<tr>
<td>$g_1$</td>
<td>Slope of the $A_n g_s$ relationship</td>
<td>-</td>
<td>17</td>
<td>Lin et al. (2015)</td>
<td></td>
</tr>
<tr>
<td>$g_{min}$</td>
<td>Minimum stomatal conductance</td>
<td>$\frac{m}{s}$</td>
<td>17</td>
<td>This study</td>
<td></td>
</tr>
<tr>
<td>$\tau_{leaf}$</td>
<td>Turnover time of leaves</td>
<td>years</td>
<td>Sect. M3.9</td>
<td>Kattge et al. (2011)</td>
<td></td>
</tr>
<tr>
<td>$\tau_{fine_root}$</td>
<td>Turnover time of fine roots</td>
<td>years</td>
<td>Sect. M3.9</td>
<td>Ahrens et al. (2014)</td>
<td></td>
</tr>
<tr>
<td>$\tau_{coarse_root}$</td>
<td>Turnover time of coarse roots</td>
<td>years</td>
<td>Sect. M3.9</td>
<td>Ahrens et al. (2014)</td>
<td></td>
</tr>
<tr>
<td>$\tau_{branch}$</td>
<td>Turnover time of branches</td>
<td>years</td>
<td>Sect. M3.9</td>
<td>This study</td>
<td></td>
</tr>
<tr>
<td>$\tau_{sap_wood}$</td>
<td>Turnover time of the sapwood</td>
<td>years</td>
<td>Sect. M3.9</td>
<td>Sitch et al. (2003)</td>
<td></td>
</tr>
<tr>
<td>$\tau_{fruit}$</td>
<td>Turnover time of the fruit</td>
<td>years</td>
<td>Sect. M3.9</td>
<td>This study</td>
<td></td>
</tr>
<tr>
<td>$\tau_{seed_litter}$</td>
<td>Turnover time of the seed bed to litter</td>
<td>years</td>
<td>M3.9</td>
<td>This study</td>
<td></td>
</tr>
<tr>
<td>$\tau_{seed_est}$</td>
<td>Turnover time of the seed bed to establishment</td>
<td>years</td>
<td>53</td>
<td>This study</td>
<td></td>
</tr>
<tr>
<td>$v_{max,NH_4</td>
<td>NO_3}$</td>
<td>Maximum plant N uptake rate</td>
<td>$\mu mol N$</td>
<td>73</td>
<td>Zaehle et al. (2010)</td>
</tr>
<tr>
<td>$v_{max,PO_4}$</td>
<td>Maximum plant P uptake rate</td>
<td>$\mu mol P$</td>
<td>73</td>
<td>Kavka and Polle (2016)</td>
<td></td>
</tr>
</tbody>
</table>
Table M7. PFT-specific parameters (ctnd.)

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
<th>Equation</th>
<th>Citation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$GDD_{\text{req}}^{\text{max}}$</td>
<td>Maximum GDD requirement in the absence of chilling</td>
<td>°C days</td>
<td>45</td>
<td>This study</td>
</tr>
<tr>
<td>$k_{\text{GDD}}^{\text{dormance}}$</td>
<td>Response of GDD to number of dormant days</td>
<td>days$^{-1}$</td>
<td>45</td>
<td>This study</td>
</tr>
<tr>
<td>$\beta_{\text{flush}}$</td>
<td>Soil water level inducing leaf flushing</td>
<td>-</td>
<td>Sect. M3.8</td>
<td>This study</td>
</tr>
<tr>
<td>$\beta_{\text{sen}}$</td>
<td>Soil water stress inducing leaf senescence</td>
<td>-</td>
<td>Sect. M3.8</td>
<td>This study</td>
</tr>
<tr>
<td>$t_{\text{min}}^{\text{air}}$</td>
<td>Air temperature threshold inducing leaf senescence</td>
<td>°C</td>
<td>Sect. M3.8</td>
<td>This study</td>
</tr>
<tr>
<td>$\text{age}_{\text{min}}^{\text{leaf}}$</td>
<td>Minimum leaf age before senescence</td>
<td>days</td>
<td>Sect. M3.8</td>
<td>This study</td>
</tr>
<tr>
<td>$f_{\text{branch}}^{\text{sap,wood}}$</td>
<td>Fraction of sapwood in branches</td>
<td>-</td>
<td>Sect. M4.2</td>
<td>This study</td>
</tr>
<tr>
<td>$\rho_{\text{wood}}$</td>
<td>Wood density</td>
<td>g C cm$^{-3}$</td>
<td>31</td>
<td>Chave et al. (2009); Zanne et al. (2009)</td>
</tr>
<tr>
<td>$k_{\text{latosa}}$</td>
<td>Leaf area to sapwood area ratio</td>
<td>-</td>
<td>31</td>
<td>Zaehle et al. (2010)</td>
</tr>
<tr>
<td>$k_{\text{ctos}}$</td>
<td>Coarse root to sapwood mass ratio</td>
<td>-</td>
<td>33</td>
<td>This study</td>
</tr>
<tr>
<td>$k_{\text{rtos}}$</td>
<td>Trade-off parameter for hydraulic investment into sapwood or fine roots</td>
<td>-</td>
<td>34</td>
<td>This study</td>
</tr>
<tr>
<td>$k_{\text{fruit}}^{\text{alloc}}$</td>
<td>Maximum fraction of growth allocated to fruit</td>
<td>-</td>
<td>29</td>
<td>This study</td>
</tr>
<tr>
<td>$k_{1}^{\text{allom}}$</td>
<td>Parameter in height diameter relationship</td>
<td>-</td>
<td>32</td>
<td>Zaehle et al. (2010)</td>
</tr>
<tr>
<td>$k_{2}^{\text{allom}}$</td>
<td>Parameter in height diameter relationship</td>
<td>-</td>
<td>32</td>
<td>Zaehle et al. (2010)</td>
</tr>
<tr>
<td>$\Psi_{\text{min}}^{\text{leaf}}$</td>
<td>Minimum leaf water potential</td>
<td>MPa</td>
<td>18</td>
<td>Hickler et al. (2006)</td>
</tr>
<tr>
<td>$k_{\text{target}}^{\text{reserve}}$</td>
<td>Target size of the long-term reserve pool</td>
<td>-</td>
<td>39</td>
<td>This study</td>
</tr>
<tr>
<td>$k_{\text{root,dir}}$</td>
<td>Exponent describing the vertical root profile</td>
<td>-</td>
<td>3</td>
<td>Jackson et al. (1996)</td>
</tr>
<tr>
<td>$k_{\text{seed}}$</td>
<td>Seed size</td>
<td>molC</td>
<td>58</td>
<td>This study</td>
</tr>
<tr>
<td>$\text{mort}_{\text{bg,FPT}}$</td>
<td>Background mortality rate</td>
<td>year$^{-1}$</td>
<td>56</td>
<td>Sitch et al. (2003)</td>
</tr>
</tbody>
</table>
Table M8. PFT-specific parameter values

<table>
<thead>
<tr>
<th>Parameter</th>
<th>TrBE</th>
<th>TeBE</th>
<th>TrBR</th>
<th>TeBS</th>
<th>BNE</th>
<th>BNS</th>
<th>TeH</th>
<th>TrH</th>
</tr>
</thead>
<tbody>
<tr>
<td>PS pathway</td>
<td>C3</td>
<td>C3</td>
<td>C3</td>
<td>C3</td>
<td>C3</td>
<td>C3</td>
<td>C3</td>
<td>C4</td>
</tr>
<tr>
<td>$\sigma_{vis}$</td>
<td>0.17</td>
<td>0.17</td>
<td>0.17</td>
<td>0.17</td>
<td>0.15</td>
<td>0.15</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>$\sigma_{nir}$</td>
<td>0.76</td>
<td>0.76</td>
<td>0.76</td>
<td>0.76</td>
<td>0.73</td>
<td>0.73</td>
<td>0.8</td>
<td>0.8</td>
</tr>
<tr>
<td>$\Omega_0$</td>
<td>0.9</td>
<td>0.9</td>
<td>0.9</td>
<td>0.9</td>
<td>0.5</td>
<td>0.5</td>
<td>0.7</td>
<td>1.0</td>
</tr>
<tr>
<td>$\phi_{crown}$</td>
<td>3.34</td>
<td>3.34</td>
<td>3.34</td>
<td>3.34</td>
<td>2.19</td>
<td>2.88</td>
<td>3.34</td>
<td>3.34</td>
</tr>
<tr>
<td>sla</td>
<td>0.24</td>
<td>0.22</td>
<td>0.39</td>
<td>0.39</td>
<td>0.13</td>
<td>0.25</td>
<td>0.50</td>
<td>0.48</td>
</tr>
<tr>
<td>$C:N$</td>
<td>28.4</td>
<td>35.0</td>
<td>22.5</td>
<td>22.5</td>
<td>39.7</td>
<td>24.8</td>
<td>26.9</td>
<td>33.9</td>
</tr>
<tr>
<td>$\chi_{leaf}$</td>
<td>14.0</td>
<td>14.0</td>
<td>14.0</td>
<td>14.0</td>
<td>24.0</td>
<td>16.0</td>
<td>13.7</td>
<td>17.1</td>
</tr>
<tr>
<td>$\chi_{leaf,min}$</td>
<td>38.7</td>
<td>38.7</td>
<td>38.7</td>
<td>38.7</td>
<td>64.9</td>
<td>31.0</td>
<td>40.0</td>
<td>48.0</td>
</tr>
<tr>
<td>$N:P$</td>
<td>16.8</td>
<td>14.0</td>
<td>12.7</td>
<td>12.7</td>
<td>8.4</td>
<td>9.1</td>
<td>10.7</td>
<td>8.9</td>
</tr>
<tr>
<td>$\chi_{leaf,min}$</td>
<td>8.4</td>
<td>7.0</td>
<td>6.3</td>
<td>6.3</td>
<td>4.2</td>
<td>4.5</td>
<td>5.3</td>
<td>4.4</td>
</tr>
<tr>
<td>$\chi_{leaf,min}$</td>
<td>25.3</td>
<td>21.0</td>
<td>19.0</td>
<td>19.0</td>
<td>12.6</td>
<td>13.6</td>
<td>16.0</td>
<td>13.3</td>
</tr>
<tr>
<td>$k_{struc}$</td>
<td>0.75</td>
<td>0.70</td>
<td>0.63</td>
<td>0.63</td>
<td>0.83</td>
<td>0.79</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>$f_{N_{min, struc, cl}}$</td>
<td>0.57</td>
<td>0.52</td>
<td>0.45</td>
<td>0.45</td>
<td>0.65</td>
<td>0.61</td>
<td>0.12</td>
<td>0.12</td>
</tr>
<tr>
<td>$T_{\Omega}$</td>
<td>18.0</td>
<td>18.0</td>
<td>18.0</td>
<td>18.0</td>
<td>18.0</td>
<td>18.0</td>
<td>18.0</td>
<td>18.0</td>
</tr>
<tr>
<td>$g_0$</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>$g_1$</td>
<td>9.3</td>
<td>8.3</td>
<td>7.0</td>
<td>10.9</td>
<td>5.5</td>
<td>7.0</td>
<td>9.3</td>
<td>2.0</td>
</tr>
<tr>
<td>$g_{min}$</td>
<td>0.00006</td>
<td>0.00006</td>
<td>0.00006</td>
<td>0.00006</td>
<td>0.00003</td>
<td>0.00003</td>
<td>0.00006</td>
<td>0.00006</td>
</tr>
<tr>
<td>$\tau_{leaf}$</td>
<td>1.4</td>
<td>1.32</td>
<td>0.48</td>
<td>0.48</td>
<td>3.31</td>
<td>0.51</td>
<td>0.32</td>
<td>0.32</td>
</tr>
<tr>
<td>$\tau_{fine_root}$</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
</tr>
<tr>
<td>$\tau_{coarse_root}$</td>
<td>8.0</td>
<td>8.0</td>
<td>8.0</td>
<td>8.0</td>
<td>8.0</td>
<td>8.0</td>
<td>8.0</td>
<td>8.0</td>
</tr>
<tr>
<td>$\tau_{branch}$</td>
<td>10.0</td>
<td>10.0</td>
<td>10.0</td>
<td>10.0</td>
<td>10.0</td>
<td>10.0</td>
<td>10.0</td>
<td>10.0</td>
</tr>
<tr>
<td>$\tau_{sap_wood}$</td>
<td>40.0</td>
<td>40.0</td>
<td>40.0</td>
<td>40.0</td>
<td>40.0</td>
<td>40.0</td>
<td>40.0</td>
<td>40.0</td>
</tr>
<tr>
<td>$\tau_{fruit}$</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>$\tau_{seed_litter}$</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>$\tau_{seed_est}$</td>
<td>20.0</td>
<td>20.0</td>
<td>20.0</td>
<td>20.0</td>
<td>20.0</td>
<td>20.0</td>
<td>20.0</td>
<td>20.0</td>
</tr>
<tr>
<td>$v_{max,N}$</td>
<td>0.42</td>
<td>0.42</td>
<td>0.42</td>
<td>0.42</td>
<td>0.42</td>
<td>0.42</td>
<td>0.42</td>
<td>0.42</td>
</tr>
<tr>
<td>$v_{max,P}$</td>
<td>0.0044</td>
<td>0.0044</td>
<td>0.0044</td>
<td>0.0044</td>
<td>0.0044</td>
<td>0.0044</td>
<td>0.0044</td>
<td>0.0044</td>
</tr>
</tbody>
</table>
**Table M8.** Lctlib Parameter Values per PFT (ctnd.)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>TrBE</th>
<th>TeBE</th>
<th>TrBR</th>
<th>TeBS</th>
<th>BNE</th>
<th>BNS</th>
<th>TeH</th>
<th>TrH</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phenotype</td>
<td>evergreen</td>
<td>evergreen</td>
<td>raingreen</td>
<td>summergreen</td>
<td>evergreen</td>
<td>summergreen</td>
<td>perennial</td>
<td>perennial</td>
</tr>
<tr>
<td>$GDD_{\text{req}}^{\text{max}}$</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>800.0</td>
<td>0.0</td>
<td>800.0</td>
<td>10.0</td>
<td>10.0</td>
</tr>
<tr>
<td>$k_{\text{dormance}}$</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.007</td>
<td>0.0</td>
<td>0.0098</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>$\beta_{\text{flush}}$</td>
<td>0.0</td>
<td>0.0</td>
<td>0.98</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.9</td>
<td>0.9</td>
</tr>
<tr>
<td>$\beta_{\text{soil}}$</td>
<td>0.0</td>
<td>0.0</td>
<td>0.5</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>$t_{\text{sen}}$</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>8.5</td>
<td>0.0</td>
<td>5.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>age_{min}</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>50</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Growthform</td>
<td>tree</td>
<td>tree</td>
<td>tree</td>
<td>tree</td>
<td>tree</td>
<td>tree</td>
<td>herb.</td>
<td>herb.</td>
</tr>
<tr>
<td>$f_{\text{branch}}$</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>n.a.</td>
<td>n.a.</td>
</tr>
<tr>
<td>$\rho_{\text{wood}}$</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>n.a.</td>
<td>n.a.</td>
</tr>
<tr>
<td>$k_{\text{latosa}}$</td>
<td>4000.0</td>
<td>4000.0</td>
<td>4000.0</td>
<td>4000.0</td>
<td>4000.0</td>
<td>4000.0</td>
<td>n.a.</td>
<td>n.a.</td>
</tr>
<tr>
<td>$k_{\text{crtos}}$</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>n.a.</td>
<td>n.a.</td>
</tr>
<tr>
<td>$k_{\text{rtos}}$</td>
<td>4.21</td>
<td>4.21</td>
<td>4.21</td>
<td>4.21</td>
<td>4.21</td>
<td>4.21</td>
<td>10.0</td>
<td>10.0</td>
</tr>
<tr>
<td>$k_{\text{fruit}}$</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>$k_{\text{allom}}$</td>
<td>55.0</td>
<td>55.0</td>
<td>55.0</td>
<td>55.0</td>
<td>55.0</td>
<td>55.0</td>
<td>n.a.</td>
<td>n.a.</td>
</tr>
<tr>
<td>$k_{2\text{allom}}$</td>
<td>0.65</td>
<td>0.65</td>
<td>0.65</td>
<td>0.65</td>
<td>0.65</td>
<td>0.65</td>
<td>n.a.</td>
<td>n.a.</td>
</tr>
<tr>
<td>$\Psi_{\text{min}}^{\text{leaf}}$</td>
<td>-2.0</td>
<td>-2.0</td>
<td>-2.0</td>
<td>-2.0</td>
<td>-2.0</td>
<td>-2.0</td>
<td>-1.5</td>
<td>-1.5</td>
</tr>
<tr>
<td>$k_{\text{target}}$</td>
<td>1.0</td>
<td>1.2</td>
<td>1.0</td>
<td>1.0</td>
<td>0.5</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>$k_{\text{root_dist}}$</td>
<td>3.5</td>
<td>2.8</td>
<td>2.5</td>
<td>3.5</td>
<td>3.5</td>
<td>3.5</td>
<td>5.5</td>
<td>5.5</td>
</tr>
<tr>
<td>$k_{\text{seed}}$</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>mort_{bg,PFT}</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.05</td>
<td>0.05</td>
</tr>
</tbody>
</table>
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